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Abstract

In one form or another language translation is a necessary
part of cross-lingual information retrieval systems. Often
times this is accomplished using machine translation sys-
tems. However, machine translation systems offer low
quality for their high costs. This paper proposes a ma-
chine translation method that is low cost while improving
translation quality. This is done by utilizing multiple web
based translation services to negate the high cost of trans-
lation. A best translation is chosen from the candidates
using either consensus translation selection or statistical
analysis. Which to use is determined by a heuristic rule
that takes into account that most web based translation
services are of similar quality and that machine transla-
tion still produces relatively poor results. By choosing
the best translation the method is able to increase trans-
lation quality over the base systems, which is verified by
the experimentation.
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1 Introduction

Cross-Lingual Information Retrieval (CLIR) is an area of
information retrieval that has seen a boom in research in
the past few years. The goal of CLIR is to allow users to
make queries in one language and retrieve relevant doc-
uments in other languages. For example, searching in
English for “Natural Language Processing” and retriev-
ing documents in Japanese about “shizen gengo shori”
(natural language processing).

Most CLIR systems use some type of translation, whether
it be a simple bilingual dictionary or a full machine trans-
lation (MT) system. Which type of translation to use
is typically decided by what the system will translate.
CLIR systems typically translate either queries or docu-
ments.

Query translation is often accomplished using bilingual
dictionaries, such as [5] and [11]. The main problem with
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this approach is the difficulty in creating the dictionaries,
especially in creating ones that rival the size of the ones
used within machine translation systems. Moreover, such
techniques are generally only used for translating query
words and cannot effectively handle short phrases.

Machine translation systems are often used for document
translation. Researchers have found that in certain in-
stances document translation performs better than query
translation [12] and [6]. In addition, machine translation
systems can be used for translating queries, summaries,
etc. As such, using a machine translation system makes
more sense for the general case of CLIR.

Machine translation has been widely studied since its in-
ception in the 1950s. Research has been done on trans-
lating between a wide number of languages, such as
Japanese-English [17], Chinese-English [13] and German-
French [20]. There are three main factors that hinder the
use of machine translation: speed, cost and translation
quality.

Carbonell et al. point out that machine translation is
computationally expensive and in some cases impractical
to use [4]. However, with the increases in computing
power and the development of faster algorithms this is
becoming less of a problem.

The cost of machine translation can be attributed to
either the monetary cost or creation cost. The mone-
tary cost covers the licensing fees needed to use a pre-
existing system and the purchase of dictionaries, corpora,
etc. Creation cost includes the cost of creating bilingual
dictionaries, parallel corpora and the actual construction
and evaluation of the MT system. One possibility to get
around the monetary cost and creation cost is to use web
based translation services.

The final factor in using machine translation is the quality
of translation. Even with its long history and extensive
research, the quality of translation is still not generally
good enough to be acceptable by users as [16] and [15]
point out. One way around this is to limit what is trans-
lated.

In this paper, a system is proposed that helps alleviate
the cost of translation and improve the quality of transla-
tion. To do this the output of multiple web based trans-
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lation services are used as candidate translations. The
best candidate translation is chosen and returned. Using
web based services alleviates the cost of translation and
choosing the best translation from candidates, as will be
shown, helps improve the quality of translation.

This paper will continue as follows. First, in section
2 some more background on Japanese-English machine
translation and ways of combining different machine
translation systems will be given. Next, in section 3 an
overview of the proposed system will be given. Then, sec-
tion 4 gives an evaluation of the system. Finally, section
5 discusses future work and gives concluding remarks.

2 Background

Many different approaches have been taken in translating
between Japanese and English. [15] used the Super Func-
tion, which is a mix between example and pattern based
translation. [17] created an example based MT system
that translated certain sentence types from Japanese to
English. [21] introduced a syntax based translation model
that they found gave better results than IBM Model 5.
The main problems with these preexisting systems are
availability and cost. Many of these systems are still in
the research stage and are not available as commercial
systems. To recreate their work would require a signifi-
cant creation cost.

Research has also been done on looking at ways of im-
proving current commercially available systems. Typi-
cally, these approaches examine the output of many dif-
ferent systems to determine what the best translation
would be. Two ways of doing this are n-gram language
models [3] and consensus translations [10].

Burch built a language model using a web crawler and
then calculated the probability of each translated sen-
tence using the model [3]. Akiba et al. proposed two
methods for selecting better translations from multiple
Japanese-English MT systems [1]. The first method uses
a combination of a language model and translation model
and the second method uses conditional probabilities pre-
dicted by a regression tree. The methods, such as the
ones just mentioned, typically require not only the cost
of the base MT systems, but also the cost of creating
a large enough corpus to train a language model from.
Moreover, a language model will need to be constructed
for each target language the user wishes to use, i.e. for
Japanese to English an English language model is needed
and for English to Japanese a Japanese language model
is needed.

Bangalore et al. used an edit distance alignment based
approach to determine the similarity amongst candidate
translations [2]. However, alignment can be computa-
tionally expensive and has problems with translations
that have dramatically different word orders. Matusov et

al. proposed determining a consensus translation using a
pairwise alignment method to create a confusion network
[10]. Pairwise alignment is able to overcome some of the
shortcomings of edit distance alignment, but still suffers
from possibly expensive string alignment.

3 Proposed System

Previous research on choosing a best translation, using
either a consensus translation or a language model, was
solely motivated on improving translation quality. As the
research was focused on the machine translation problem
the goal was increased quality with little regard to com-
putational or creation cost. Perfect machine translation
is not the goal, and probably not needed, for cross-lingual
information retrieval. Instead the goal should be on cheap
and fast translation with relatively good quality. As such,
this paper proposes a simple and quick way of deciding
the best translation from a set of candidates.

The proposed system uses the outcome of multiple web
based machine translation systems and determines the
best translation from them. The best translation is ei-
ther chosen using statistical analysis or by selecting the
consensus translation. Using web based translation sys-
tems eliminates the purchase and creation cost of ma-
chine translation and determining the best translation
improves the quality.

The systems makes two heuristic assumptions, shown be-
low.

• The translations from the base MT systems are
about equal in quality.

• Machine translation is poor in quality.

The first assumption assumes that the translation sys-
tems given to it are about equal in their quality of trans-
lation, but differ in actual translations. The difference in
translations comes about through the different methods,
dictionaries, corpora, etc used in their construction. Us-
ing this heuristic, the system tries to choose a consensus
translation first. This assumption implies that determin-
ing the consensus translation among the candidates will
lead to a good translation.

However, sometimes the translations will be the same
amongst a number of systems. Typically, this type of
consensus is good and desired, but if the translation that
is agreed upon is poor in quality then the resulting chosen
translation will also be poor in quality. Using the second
heuristic assumption we can say that the quality of the
consensus translation in such a case may not be the best
translation. In order to deal with this situation statistical
analysis is performed to determine the best translation.

Combining these heuristics gives the following rule: If

Engineering Letters, 16:1, EL_16_1_23
______________________________________________________________________________________

(Advance online publication: 19 February 2008)



MT System 1 MT System 2 MT System N
...

Word Bigram Generation

Statistical Analysis

Translation

N/2 Same
Translations?

Yes

Consensus Translation Selection

No

Figure 1: Overview of Proposed Method

many of the machine translation systems have the same

translation then use statistical analysis to choose the best

translation otherwise choose the consensus translation. In
this paper, “many of the machine translation systems” is
defined to be at least half.

An overview of the system can be seen in figure 1. It its
divided into three modules: word bigram generation, con-
sensus translation selection and statistical analysis. The
choice of whether to perform statistical analysis or deter-
mine a consensus translation is governed by the heuris-
tics inspired rule. The following subsections will examine
each of the modules in more detail.

3.1 Word Bigram Generation

The system judges and chooses the best translation either
by determining the consensus translation or through sta-
tistical analysis. To do this word level bigrams are used.
Word bigrams allow for quick processing and bigrams in
general good give results.

The output of the base translation systems are taken as
candidate translations. For each of the candidate trans-
lations bigrams are extracted. For English, extracting
word level bigrams is as simple as separating the text on
whitespace. However, Japanese does not use whitespace
in between its words. Because of this, word segmentation
needs to be performed before the bigrams are created.
Currently, Chasen [9] is used. Figure 2 gives examples
of bigram generation for a simple English and Japanese
sentence (⊘ represents the beginning or end of sentence).

Figure 2: Example Word Bigrams

3.2 Consensus Translation Selection

A consensus translation is created by combining multiple
possible translations. Typically, costly string alignment
is used to create a confusion network and then the con-
sensus translation is computed by finding the voting on
the best path in the network, such as [10]. The advan-
tage is that a new translation that was not present in the
base MT systems can be created and the disadvantage is
speed.

In contrast, this paper defines a consensus translation as
the translation that is most similar to the others. In other
words, if the candidate translations are thought about as
being a cluster then the consensus translation would be
the cluster’s centroid. Using this definition, the candidate
translation with the shortest total distance between itself
and the other candidates would be the consensus. This
type of calculation improves on speed, but is not able to
create a new translation not seen in the base MT systems.

To compute the distance between candidate translations,
their word level bigram representation is used. Equation
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1, shows the distance equation. In the equation Tti
is

the set of bigrams making up translation ti. The total
distance is the sum of one minus the Dice’s coefficient
[19]. Dice’s coefficient is commonly used to calculate the
similarity between words, sentences, etc. using n-grams.
In this case it has been transformed into a dissimilarity
measure, which makes it ideal for estimating distance.

TotalDistance(Tti
) =

N
∑

j=1

(

1.0 −
2 ×

∣

∣Tti
∩ Ttj

∣

∣

|Tti
| +
∣

∣Ttj

∣

∣

)

(1)

The candidate translation with the shortest total distance
is then chosen as the consensus. If there is a tie then the
winner is determined by the sort order. In the future this
can be changed to select the base machine translation
system that was previously chosen as being better by the
user or system designer.

3.3 Statistical Analysis

When too many of the candidate translations are the
same, statistical analysis is performed to choose the best
translation. In this paper, statistical analysis means com-
puting the probability that each candidate translation ti
is in the target language ℓ́. Typically, as in [3] this is done
using a corpus. However, the corpus may or may not be
able to cover the language properly. In order to better
cover the target language and to eliminate the cost of
creating the corpus, this paper uses the web to estimate
the target language model.

To do this, the number of hits, H(x), that a bigram has
and the number of hits a known stop word in the target
language has is used to estimate the probability that the
bigram is in the target language. Equation 2 shows how
to calculate the probability. In the equation H(α) is the

number of hits for a known stop word in ℓ́, for example
“the” in English.

P
(

Tti
= {b1, b2, · · · , bn}|ℓ́

)

=
n
∏

j=1

H(bj)

H(α)
(2)

This method alleviates the cost of creating a corpus for
the target language. It also may yield better results as the
number of words in the pages the search engine covers is
very likely to be much larger than any corpus. Currently,
the proposed system uses Google to determine H(x).

After a probability is determined for each candidate, the
candidates are sorted. The candidate with the highest
probability is chosen as the best translation. As with
consensus translation selection, in instances where there
is a tie, the sort order decides the best translation.

4 Evaluation

The system currently uses three online MT systems as
base systems: Google Translation 1, Excite Japan 2 and
Babelfish 3. Bablefish uses technology by Systran [18]
for its translation service. Systran uses a single engine
to convert between a wide variety of languages and uses
NLP technologies like part-of-speech tagging, word seg-
mentation, and semantic domain recognition [18]. Excite
Japan is powered by BizLingo [8]. BizLingo is a product
from Fujitsu that is a web based solution for Japanese and
English translation. Google Translation uses an example
based approach and they collect statistics from very large
parallel corpora.

Evaluation was done by using a set of 50 Japanese-
English bilingual sentences collected from EDP made
available by Eijiro [7]. Each sentence was translated by
each of the three base translation systems and the pro-
posed system. Two different types of evaluations where
then carried out: human evaluation and vocabulary over-
lap.

4.1 Human Evaluation

In the first evaluation, an independent judge was pre-
sented with the source sentence and the four translated
sentences. The judge was then asked to choose the best
translation. All systems with the best translation were
given credit for a correct answer. Table 1 shows the re-
sults for translation from English to Japanese and table
2 shows the results for translating from Japanese to En-
glish.

Table 1: Human Evaluation Results for English to
Japanese

System Percentage Best

Babelfish 26%

Excite 78%

Google 21%

Proposed 83%

The results show that translating from English to
Japanese gave better results than Japanese to English.
Among the three base systems, Excite was the best. Ba-
belfish performed better than Google in translating En-
glish to Japanese, but Google edged Babelfish out in
Japanese to English. The proposed system was able to
achieve a 5% increase over Excite in English to Japanese
translation and a 2% increase over Excite in Japanese to
English translation.

1http://translate.google.com
2http://www.excite.co.jp/world/english/
3http://world.altavista.com/tr

Engineering Letters, 16:1, EL_16_1_23
______________________________________________________________________________________

(Advance online publication: 19 February 2008)



Table 2: Human Evaluation Results for Japanese to En-
glish

System Percentage Best

Babelfish 17%

Excite 83%

Google 19%

Proposed 85%

The results do not tell how good the quality of translation
was only that the proposed system was able to accurately
choose the best translation available. With that said the
following informal observations were made. Overall, the
translations were very poor, but good enough for CLIR.
Translating from English to Japanese yielded better qual-
ity translations than going from Japanese to English.

4.2 Vocabulary Overlap

The second evaluation looked at the vocabulary overlap
between the translated sentences and the given transla-
tion in the bitext. Measuring the vocabulary overlap be-
tween sentences has been used to judge their similarity for
different tasks, such as summarization [14]. Here, the as-
sumption is made that the more overlap there is between
the machine translated text and the true translation the
more the information given in both is the same.

The overlap coefficient [19] was used to compute the over-
lap between the machine translated sentence and the orig-
inal human translation. Table 3 shows the results for En-
glish to Japanese translation and table 4 shows results for
Japanese to English translation.

Table 3: Vocabulary Overlap Results for English to
Japanese

System Micro Averaged Overlap

Babelfish 27%

Excite 27%

Google 27%

Proposed 39%

Table 4: Vocabulary Overlap Results for Japanese to En-
glish

System Micro Averaged Overlap

Babelfish 22%
Excite 23%
Google 22%

Proposed 31%

These results show the micro averaged overlap for the

sentences. The higher the overlap the more the vocabu-
lary is the same. It does not, however, take word order
into account. The results show that the proposed system
does well in picking sentences that have a higher overlap
in vocabulary with real human translations. The other
three systems have a similar or same overlap. While, in-
formally, the translations were of poor quality the overlap
between the proposed system’s translations and human
translations is encouraging for CLIR purposes.

5 Conclusion and Future Work

This paper presented a low cost machine translation sys-
tem that is useful for cross-lingual information retrieval.
By using web based machine translation services, the sys-
tem alleviates the monetary and creation cost often asso-
ciated with machine translation systems. By examining
the output of multiple systems and choosing the best one
from the candidates it was also shown to be able to im-
prove overall translation quality.

Determining the best translation is either done by choos-
ing the consensus translation or using statistical analysis.
Which approach is used is determined by the translations
that are given from the base systems. When less than half
of the translations are the same, the consensus transla-
tion is chosen as the best. When half or more of the
translations are the same the system performs statistical
analysis by estimating the probability that the sentence
is in the language using Google as a language model. The
system was able give a better overall quality of translation
than just using one of the MT systems alone. While the
quality of translation probably is not close to the start-
of-the-art systems, it is adequate enough for the purposes
of CLIR.

In the future, we will look at adding more translation ser-
vices to the system. In addition, we would like to examine
the use of the system in an actual CLIR environment, be-
yond the query, summary and phrase translation we cur-
rently use it for. Also, as we increase the languages used
in our CLIR system to beyond just Japanese and English,
we will look at adding extra services and if needed using
pivot languages for translation.
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