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Text and Content Based Image Retrieval Via
Locality Sensitive Hashing

Nan Zhang, Ka Lok Man, Tianlin Yu and Chi-Un Lei

Abstract—We present a scalable image retrieval system based this reason, CBIR approaches often suffer from high retrieval
jointly on text annotations and visual content. Previous ap- error rate. The scaling problem, on the other hand, prevents a
proaches in content based image retrieval often suffer from the cg|R system from handling large image collections. Times
semantic gap problem and long retrieving time. The solution . . .
that we propose aims at resolving these two issues by indexingreq,u'red by the. comparison qn v!sual features often grow
and retrieving images using both their text descriptions and rapidly as the size of a collection increases. Most represen-
visual content, such as features in colour, texture and shape. tations of visual features are high dimensional vectors of real
A query in this system consists of keywords, a sample image numbers. The dimensionality can be as high as hundreds or
and relevant parameters. The retrieving algorithm first selects eye thousands. It has been demonstrated by earlier research
a subset of images from the whole collection according to a . . . . .
comparison between the keywords and the text descriptions. [6] that when facing Sl_JCh _h'gh_ dimensions, the tre(_a-llke
Visual features extracted from the sample image are then data structures [7] provide little improvement over a linear
compared with the extracted features of the images in the subset searching algorithm.
to select the closest. Because the features are represented by The solution that we propose aims at addressing two prob-

high-dimensional vectors, locality sensitive hashing is applied |o5 in CBIR. The indexing algorithm requires that every
to the visual comparison to speedup the process. Experiments. . ied b text d ioti hich tai
were performed on a collection of 1514 images. The timing Image IS accompanied by a text description, which contains

results showed the potential of this solution to be scaled up to textual information semantically relevant to the image. A
handle large image collections. full-text inverted index is created on the description files.
Index Terms—Image retrieval, Content based Image re- Meanwhile, visuql featur.es are gxtracted from the images
trieval, Locality sensitive hashing. and are saved with the inverted index. When querying the
system, a user needs to provide a text query and a sample
image with certain parameters. The text query is used to
search through the inverted index to obtain a set of relevant
ITH the rapid growth of the numbers of digitaldocuments, and the set of corresponding images. This set of
images on the Internet and in private or publigmages are all deemed semantically relevant to the query.
collections, the need for effectively and efficiently retrievinghe visual features extracted from the sample image are
them has become demanding [1]. Text based retrieval hagn compared with the features of the images in the subset
been widely used where images are indexed by text terms agdurther select images of similar visual effects. A locality
retrieved by matching terms in a query with those indexegensitive hashing [8] is applied to the visual comparison.
Due to its simplicity, text based approaches can be easilyThe advantages of this approach are threefold. First, the
scaled up to handle billions of image. However, text anngemantic selection using the keywords makes the subsequent
tations often carry little information about images’ visualisual comparison perform within a set of semantically
features. When users wish to retrieve images of similar visualevant images. This helps to narrow the semantic gap
content, a pure text based approach becomes inadequatahat exists in a pure CBIR system. Second, because of
Content based image retrieval (CBIR), instead of usingile semantic selection, the scale of the visual comparison
text annotations as the basis for indexing and searching, usegomes manageable, and so an upper bound can be set for
visual features extracted from images, such as colour, textutgs time required by the visual search. Third, the locality
shape and spatial relations of pixels. Unlike text annotatiogensitive hashing applied to the visual comparison accelerates
which are subject to human perception, these features make process. Because the hashing functions are computed
objective representations of images. Since early 1990’s, masyery time before the search starts, the need is avoided for
CBIR systems have been developed [2]-[4]. However, dgee-building dedicated data structures for the extracted visual
to the semantic gap and the scaling problem, till now, thefeatures.
is still not a widely used CBIR system like those text based In this paper, we propose a scalable image retrieval system
web image search engines. based jointly on text annotations and visual content. After the
In the context of CBIR, the semantic gap [5] refers to theiscussion of related work in Section Il, the indexing and the
problem that the low-level visual features such as varioggarching algorithms are presented in Section Ill. Computa-
representations of colour, texture and shape often do nieihal times of the algorithms are analysed in Section 1V,
carry semantic meanings understood by human beings. Fgltowed by the report of the experimental data in Section
) ) V. Conclusions are drawn in Section VI, which also contains
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images in the result set. Such techniques include unifyimgas looking for. Query vectors from these chosen images
keywords and visual features for indexing and retrievingyere constructed to perform a nearest neighbour search in
using mechanisms of relevance feedback, applying ontolotipe spaces of feature descriptors. To avoid a linear search,
based structures, querying by concept, etc. In the system thee visual feature vectors were clustered by the k-means
veloped by Zhou and Huang [9], each image was represengddorithm [16].
by vectors of visual features and text annotations. KeywordsThe text-based CBIR approaches proposed in [17] were
were semantically grouped based on user’'s feedback maweant to provide quality results within searching times that
during the retrieval process. The system supported joiate acceptable to users who are used to the performance
queries of keywords and example images. Through relevarafdext search engines. Like Cortina, several MPEG-7 visual
feedback, retrieving results were further refined. descriptors were extracted from the images crawled from the
Zhang and Song [10] implemented a hybrid image retriev&PIRIT collection [18]. The descriptors were saved as XML
system that was based on keywords and visual contertscuments. An inverted index was created over the terms
Text descriptions of images were stored in a database, @ithe feature vectors. Queries were in the form of example
which full-text index catalogues were created. Vectors @hages.
visual contents were extracted and saved into a Lucene indexA system architecture for large-scale medical image un-
The system was queried jointly by keywords and an examglerstanding and retrieval was described in [19], where a
image. hierarchical framework of ontologies was used to form a
RetrievOnto, an image retrieval system discussed in [1flision of low-level visual features and high-level domain
allied CBIR and semantic techniques, where the imad@owledge. The implementation was based on the Lucene
data set was structured by an ontologically controlled tertmage Retrieval Engine (LIRE) and the system supported
hierarchy extracted from WordNet [12]. The term hierarchguery by text, by concept and by sample image.
specified conceptual neighbours when similar items wereA system for near-duplicate detection and sub-image re-
searched. Image sets were directly associated to the I&igval was described in [20]. Instead of using global visual
terms, and indirectly to all concepts in the hierarchy. Thieatures such as colour histograms, the system used a local
system supported querying by conceptual terms with coflescriptor, PCA-SIFT [21], to represent distinctive interest
trolled semantic neighbourhood. points in images. To index the extracted local descriptors
An image retrieval methodology was proposed in [13fhey employed locality sensitive hashing [22]. With further
where images were divided into regions by a fully unsi@ptimisation on layout and access to the index data on disk,
pervised segmentation algorithm. These regions were ey could efficiently query indexes containing millions of
dexed by low-level descriptors of colour, position, size ani@terest points.
shape, which were associated with appropriate qualitativeLocality sensitive hashing [22], [23] is an indexing scheme
intermediate-level descriptors that carried high-level coffer vectors of high dimensionality where traditional tree-like
cepts. A user could query the system by keywords whigtata structures are unlikely to achieve a better performance
carried the high-level concepts. Comparisons were then mdHan a linear search. Some recent developments are found
with the intermediate-level descriptors and the associatéd [8], [24], [25]. This hashing scheme was proposed to
image regions. A relevance feedback mechanism basedsgive thec-approximateR-near neighbour problem, which
support vector machines was employed to rank the obtairiéddefined as given a set d¢? points and a query point
image regions that were potentially relevant to produce tfein a d-dimensional space, and paramet®&s- 0, 6 > 0,
results. construct a data structure such that, if there existRarear
A hybrid model of image retrieval was proposed and inf2€ighbour ofq in P, it reports someR-near neighbour of
plemented in [14], where ontology and probabilistic ranking in P with probability 1— 6. The successful application of
were applied. When the system was queried by a keywoihis scheme depends on the existence of families of locality
images annotated by the keyword were selected togetﬁensitive hash functions that satisfy the condition that the
with those annotated by keywords conceptually related. TReobability of a hash collision for two points that are close
degree of relevance was evaluated by an ontology reasoffeeach other is greater than that of a hash collision for two
whose output were passed to a Bayesian Network to get #fints that are far apart. To amplify the gap between the
rankings. probabilities the algorithm uses several such functions and
For large-scale applications of CBIR, linear search ovéPncatenate the hashing results. The experimental evidence
high-dimensional feature vectors must be avoided. CortiRéesented in [23] demonstrated that the scheme of locality
[15], a large-scale image retrieval system for the Worl@ensitive hashing gave significant improvement in runtime
Wide Web, was reported to be able to handle over 3 millig?ver tree-based methods, such as SR-tree, for searching in
images. The system had a crawler which collected imag@igh-dimensional spaces.
and their text descriptions. The text descriptions were stored
in a database, where inverted index over the keywords were!ll: ALGORITHMS FOR INDEXING AND RETRIEVING
created. Four MPEG-7 visual features were extracted fromin [26] (pp. 23), an information retrieval model is defined
the images and stored in another database. To reduce abe quadrupléD,Q,7F,R(q;,d;)), whereD is a set of logical
searching time, the whole dataset was organised in clusteisws for the documents in the collectidR;is a set of logical
by each descriptor type. When querying the system, a usgws for queriesJ is a framework for modelling document
had to submit a keyword to search through the inverted indepresentations, queries and their relationships;R{ad d;)
to get a set of matching images. The user then had to selisch ranking function which associates a real number with a
one or several images that were visually close to what he/singery g € Q and a document representatione D.
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semanicviews. and vieual views. The souuton requires | 2201 || M@ | | [T
. quires

that, in the collection, each image is accompanied by a ‘|V2(I1)|‘ “\72(12)” ‘V2(In)‘

text description. (These descriptions can either be created

manually, or be obtained from crawling over the Internet, or : : .

over some collections, as in [17].) Let det {l1,12,...,1n} Vi ()] Vi@2)]| |-

denote the collection of images, and Bet {d1,d,...,dn} [ Ts | [T, | T
denote the text descriptions with being the description for = =
li. The semantic view of an imadeis the index term vector ¥

d; defined in the vector space model of text retrieval. ‘

Definition 1 (Semantic view)Let m be the number of
index terms in the system, anfl = {ty,t>,...,tn} be the Fig. 1: The structure containing the inverted index and the
set of all index terms. A weight,q, > O is associated with featurevectors.
each index term of a descriptiond;. For a term which is
not found indj, the associated weight is zero. The semanticAlgorithm 1: Computingthe tuplesP;, 4), i =1,2,...,n
view of imagel; is the index term weight vector af;, that
is, the vector of the weights of terms th. This vector is 1 begin

denoted byd;. Let §(I;) denote the semantic view of image2 | for each image- descriptionpair (li,d;) do

li, and we haveS(li) = di = (W,q,, Wiyd;s - - -, Whynch ) - O 3 for each mappingV; inV j=1,2,...,kdo
To define the visual view of imagh, we assume the 4 L Compute feature vectd¥j(l;).

number of visual features used to represent each imageSis Add V(1) to Py, ¢)-

k. 6 Breakd; into a setTy of index terms.
Definition 2 (Visual view): Let setV = {V1,Va,..., %} < Add Ty, to Py, 4)-

be a family of mappings, and eadly maps imagd; to a g Add terms inTy, to inverted index/.

vector of real numbers. LeYj(l;) denote the vector. The
visual view of imagel; is the set of the vectors obtained
by applying the mapping¥1,V>,...,Vk to the image. We
call each of these vectors a visual feature vector. \2@f)
denote the visual view of imagk, and we haveV(l;) = Now we define the logical view of the query in our solution
{Va(11),V2(11),. ., Vi (1)} O asfollows. o .
When creating index on image collectiband description ~ Definition 3 (Query): The logical viewQ of a query is a
set D, for each image-description paifli,di) i € [1,n], tUPIe(Tq,V(lq),we,Wy) where
descriptiond; is broken into a s€fy, of index termsf{tg 1, tq 2, 1) Tq = (WeTg WipTy, - - -, W, T,) IS the vector represents
- taja|}, Where|d| denotes the number of index terms  Wweights of index terms iflg. _ _ _
found in d. Imagel; is transformed by all the mappings in  2) V(lq) = {Vi(lq), V2(lg),-.., Vk(lq)} is the visual view

9 end

V to get its semantic view(l;). We useP, 4, to denote the of the example image,. _ _

result obtained by processing image-description figid;), 3) w; is the weight for evaluating rankings obtained from
and P, 4 is a tuple which contain3y and V(li). So, we the semantic Comparison,_<_0wt <1. .

have Py, ¢) = (Ty, V(li)), where Ty, = {tg1,ta2,- -ty d|} 4) Wy = {_Wvl,wvz,_...,ka} is the set of we.|ghts for
andV(l;) = {V1(1;),Va(li),..., V(1)) }. evaluating rankings obtained from the visual com-

The terms inly, are then analysed and added to an inverted ~ Parison. Each weightvy; | € [1,k] is for evaluating
index V. Following the approach of the vector space model ~ fankings obtained from the searching using feature
in text document retrieval, the weight,q of index termt; vectorVj(lg), 0<wy; <1.

in d; is calculated by Equation 1, K

5) The condition for the weights igm + Zwv )>0.0

freqtidi

_ T xlogﬂ 1) The entire retrieving process is divided into the stage
max|fregyq

My, of semantic similarity comparison and the stage of visual
similarity comparison. In the stage of semantic similarity
comparison the text queryly is compared through the
inverted indexV, and a scoressT ) Is calculated forTq
and each descriptiod; € D, WhICh measures the degree of
reIevance that}; is to Ty. Following the vector space model
|s calculated by Equation 2

Wti d =

where freq;q is the number of times the term appears
in the text ofd., max freq; 4, the maximum occurrence, is
computed over all terms id, n is the number of descriptions
in the collection, andh, is the number of descriptions where
t; appears. (See Fig. 1.)

When querying the system, the user submits a text quel()T/q

Ty, an example imagg,, a weightw; > 0 for evaluating the m

rankings obtained by the semantic similarity comparison, and Z W Ty X Wt,d.

a setWy of weights for evaluating the rankings obtained =1 @
by the visual similarity comparison. In the vector space (Tq.di) — \Tq| X |d|

model, Tq is represented by the weight vectdiy, and \/ZWZ szd.

Tq= (thTq,\I\Itqu,...,\/\ltmTq). For those terms in the system

but do not appear iffly, the corresponding weights are zeroesvherem is the number of index terms in the system.
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Tq Algorithm 2: Visual comparison and ranking.
 beann ual v -
. 2 Compute visual vieww(l) of example imagdy,
v v v V(lg) = {Vi(lg),V2(lq)---, Vk(lg)}-
| Igy | | Igo | | Igs | 3 Use Ty to retrieve descriptions from inverted index
! I " Iy V, and obtain setg = {ls1,ls2,...,lss}-
Vid b Vol Vied d for each mappingV; in vV j=1,2,... kdo
ECH| IECE) S ETS 5 Apply locality sensitive hashing to set
I i 7 1 S(STq’di) {VJ(IS]_)vV](lSZ)?‘"7VJ(ISS)}'
| Calculate rankings | 6 Search through the hashed structuresvhil),
T and obtain scores.’, . i=1,2,....s.
(lg.lsi)
| Result data set | 7 | CalculateRy, ) for Iq andeachls; i =1,.2,....s.
8 end

Fig. 2: The searching algorithm (H € [1,k] denotesone
application of the locality sensitive hashing).

IV. COMPUTATIONAL TIME ANALYSIS

We place a threshold on the scores and only the de-

o Jhe indexing program extracts index terms from the
scriptions whose scores pass the threshold are SelecE?es‘criptions inD and adds them to the inverted ind¥
We useDg to denote this set of descriptions, abg =

{ds1,d dss}, where s denotes the total number OfMeanwhile, visual features are distilled from the images in
thsl’desszc?fi.p.t’ioiziin this set. From descriptionsDg, we and saved onto disk. If there axecharacters in the text of the

o . descriptions irD, in principle, an inverted index can be built
get the set of corresponding images, which are all deemedts)(N) time. In practice, if we take the amount of available

. in
sern_antma!ly_relgvant to qqe@, and are passed to th? Stag(f:‘nemory installed in a computer into consideration, we may
of visual similarity comparison. We udg to denote this set

andls — {Isp,| Iss) need to swap partial indexes onto disk and later merge them
§ — 181,782, --,78s) - o __to produce the whole index. If the available memoryMs
In the next stage, locality sensitive hashing is appked the cost of the algorithm i@(NIogﬂ) [26] (pp. 196-198).
times to the visual views of the imaggsl'gn Asin I?efinition For the visual feature extraction V\?Ae have used the MPEG-7
2 we useV; to denote a mapping W,’ where 1€ [1.K. edge histogram [27] and the auto colour correlogram [28].
The setVi(ls) of feature vectors of images ifs under 1, oqge histogram descriptor is an 80-bin histogram which
mapping V; is {Vj(Is1),Vi(Is2),....Vi(lss)}. The feature g0 nimbers of each of the five types of edges, the vertical,
vector extracted f_rom exe_lr_nple ma_tgg _under MappINg the horizontal, the 45 degree, the 135 degree, and the non-
Vj is Vj(lq). Locality sensitive hashing is then applied Qjiractional, detected in each of thex# sub-images of the
Setvi(!s) = {Vi(Is1),Vi(Is2),...,Vj(lss)}. Feature vector original one. For an image dfl pixel high andw pixel
Vi(lg) |€ then compared through the hashed structures.vﬁde, the time for extracting the edge histogranDi€HW).
scores, |, ] € [LK andi € [1,s] is calculated forly An O(HW) is needed to convert the image into grey level,
and eachls; under mapping?j, which measures the visualand the otheO(HW) is needed for calculating the numbers
similarity betweenlg and Is; under the particular featurein all the bins. The auto colour correlogram distills the
extraction schem®;. spatial correlation of colours in an image. If the number of
By the end of the second stage, for each imkgen Is  colours in an image ibl; after quantisation and the maximum
i €[1,s], we should already have ascm?% o) measuring its distance considered . The auto colour correlogram is a
semantical similarity to the query and its associated weight x K table, where each entig. k) ¢ € [1,N¢] andk € [1,K]
w, andk scoress(\fé Is:) j=1,2,...,k measuring its visual specifies th'e probability of finding a co[onrat a distance
similarities to the query under mappings j =1,2,...,kand k from a pixel of colourc. The dimension of the feature

their associated weightsy, j=1,2,... k. Then a combined vector of this descriptor i®N:K. In our implementation, we
scoresyy, ;) Which measures its similarity both semantically/ave chosei\. to be 64 and to be 4, and the dimension of
and visually is calculated by Equation 3. the feature vector is, therefore, 256. The computation time
for an image of heighH and widthW is O(HW N:K).
K oy The retrieving process consists of the semantic comparison
Siglsi) = S?dei) X W + ]Zl(s('cjn'su) X Wy;) (3) and the visual comparison. In the semantic comparison, the

query textTq is searched through the inverted indéxto
obtain the seDg and accordingly the sét. The time spent

on this text querying depends on the query and the text size
in the collection. Single-word queries are easier and faster to

The maximum is then computed over &l ) i =

1,2,...,s and is denoted bylaX|S(|q7|S|) | € [1,s]. The final

ranking Ry, 1) for example imagéq and imagelsi € Is IS g5y with inverted indexes than context queries. But it has
been demonstrated that the cost of solving queries, even for
Rilgls) = M (4) some complex ones, is sub-linear in the text size [26] (p196).

maxXI Kiq.ls) The time complexity iSO(N?), whereN, like before, is the

text size anda depends on the query and is very likely in
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the range(0.4,0.8]. find an optimal value fokk. Since the optimal value ok
However, the visual comparison demands more time th&&pends on the query, the code experimentally estimates the
the semantic comparison, where locality sensitive hashingr@rieving time by constructing a sample data structure and
appliedk times, each time for the s&(Is) of feature vectors runs several queries on that sample data structure, measuring
{Vj(1s1),Vj(Is2),-..,V;(Iss)} obtained under the mappingthe actual retrieving times. The value feris then chosen
Vj, j € [1,k], k being the number of the visual mappingsuch that the retrieving time is a minimal. The code runs on
applied in the system. The locality sensitive hashing w&number of iterations to calculate the retrieving times. Our
adopted in our implementation is based on the scher@gperiments later showed that this process of estimation is
described in [8]. The scheme is directly applicable to ve¥ery time consuming, and, therefore, we disabled it. Instead,
tors in Euclidean space without embeddings, which is a¥e setk to a fixed number manually at the beginning of the
improvement comparing to some earlier works, e.g., [23]. Breprocessing, and then computeand L accordingly.
our implementation, we have used thenorm for measuring In the rest of the preprocessing, hash func-
distances between vectors. tions  01,02,...,0. are computed. Each vector

Each application of the locality sensitive hashing has to g (!si), i € [1,s], in Vi(Is) is added to the buckets
through two phases: preprocessing and retrieving. The ph8se”i (1si)),82(Vi(Isi),---,9L(Vi(Isi)). And L hash tables
of preprocessing includes initialising, computing paramete@@ then constructed for eagh=1,2,....L, with the j*"
generating hash functions, building the hash tables ah@sh table I?ontalr_ung the vectorsW(ls) hashed using;.
saving the feature vectors into right buckets. The phase lbftakes O(3dm) time to compute all the hash functions,
retrieving includes hashing the query vector, finding collidednd O(5dsn?) time to construct the tables and to store the

vectors from the hash tables and computing the distanceV§€tors into the buckets, wheile and m are the hashing
the query vector to each the collided vectors. parameters as discussed abogteis the dimension of the

In the original description of the algorithm [8} = {h vectors being hashed, aisds the number of the vectors in

S— U} is a family of locality sensitive functions, wherelhé data set. . ,
domainS is a set of vectors, in our case beify(ls) = In the retrieving, it needO(dkL) time for computing
(Vi(151),Vi(Is2),....V(1ss)}, ] € [1.K, k being the number the L functions g; for the query vectorV;(lq) as well as

of the visual mappings, and domdih is a set of integers. '€tri€ving the buckets(Vj(lq)),52(Vj(lq))...., 9L (Vi(lq)),
Eachh e % is of the form La.vj< where V(1)) ¢ and anotherO(dC) to compute the distances of(lq) to

Isi)+b
. ) W . . the vectors encountered in the buckets. The quadlitis
Vj(ls) is a feature vectog is a vector of the same dimension : .

e number of the collided vectors. The overall computation

with V;(Isi) and whose entries are chosen independen |¥ne, according to [8], is proportional @<, wherep < 1,

from a p-s_table distribution, and is a random nu_mber d is the dimension of the vectors asds the number of the
chosen uniformly from the rang@®,w]. Then a family§ .
vectors in the data set.

of hash functions is defined &= {g: S— UK} such that
g(V;(Isi)) = (ha (Vi (Isi)), he(Vi (Isi), -, hk(Vi (Isi)), where V. IMPLEMENTATION AND EXPERIMENT

hi € H, and, herek is a hashing parameter different from The indexi d - lqorith ol d
the k that denotes the number of the visual mappings. € Indexing and retrieving algorithms were implemente

For hashing the vectors iV;(Is) the algorithm chooses in C/C++. Tests were made on an image collection consisting

L hash functionsgs,gz,...,g. from G independently and of 1514 plictL;]res O”f va_rious WEE?S of ancient (_:higes_eharchi-
uniformly at random, and stores eadh(ls;) € V;(Is) tectures. In the collection, each image was paired with a text

. . . description file. An inverted index on the terms in the text
in bucketsg;(Vj(lsi)), for all i =1,2,... k, k being the _ )
hashing parameter. Given a feature vecWj(ls;) of d files was created with the help of the CLucene package. The

dimension, it need©(dkL) time to compute all functions MPEG-7 edge histograms [27] and the auto colour correlo-
Vi (1s1)), 52 (Vi (1)), (Vi (I'si)), wherek is the hash- grams [28] were extracted from the images and were stored
ing éaraméter ) Y J into the same Lucene index built for the terms. The searching

To reduce the time required to compute all e i = program took as input a text query, an example image, and

1,2,...,L, functions, ELSH0.1 code modifies the originalthe We_lghts for evaluapng SCOres obtalr_led from the text
D . Do .\ searching, from comparison on the edge histograms and from

scheme, where each, j < [1,k in g = (h},h;,... h)

) . o that on the auto colour correlograms. Items returned by the

is chosen independently from the others. Specifically, a

family U = {u: S— U"/Z} is defined to reuse some of thesearchmg program were ranked according to their degree of

) ; . ; . relevance to the query. Additionally, in the query, two ralii
funct|on.sh'j. Supposek '.S even andn |is aiconstaimt. Function andR; had to be specified for the hashing schemes applied
Ui € u? '_E [1,m]is Qefmed ash = <h1’h2""’hk/2)’ Whgre on the edge histograms and the auto colour correlograms,
eachh; is drawn uniformly at random frorfi(. Now define yegpectively. The number of resultant items and the com-
functionsg; asgi = (Ua, Up), where 1<a<b<m, and only pytational time both grew as the radii increase@$H0.1
m funculonsui need to be computed. is therefore reduced (ayaijlable at http:/web.mit.edu/andoniimww/LSH) was the
to ™3-Y andthe time for computing all the hash functiongocality sensitive hashing package that was used in the
is reduced taO(dkm) that IS,O(dk\[) retrieving program.

At the beginning of the preprocessing, the algorithm The performance of the implementation was tested on a
computes the parametddan,L for the computations coming laptop running Ubuntu Linux 10.10 (64bit). The laptop had
after. The ELSHO.1 code estimates optimal valueskom,L. 4GB main memory installed but only 1GB was set as the
to minimise the time needed by the retrieving. [Aslepends upper bound accessible to the searching program. The CPU
on m, which, in turn, depends ok, the task is left to was an Intel Core 2 Duo P8600@2.4GHz, although only one
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TABLE I: Timing results from the experiments. made above. For example, in Table | test 13, the semantic
comparison selected 215 images out of the whole 1514
Test  Query T lIs] Te T T Teey images, and, in the subsequent visual comparison, it took
2.60 milliseconds to finish the similarity comparison on the
1 Qu(ty) 009 21 030 034 064 o073 e€dge histograms (80-dimensional) and 3.19 milliseconds on
2 Q) 010 27 041 051 091 1.01 the auto colour correlograms (256-dimensional).
3 Qs(ts) 010 40 053 059 112 121
4 Qu(tz Vt3) 020 67 082 092 174 195 VI. CONCLUSIONS AND DISCUSSIONS
5 Qs(ta) 010 70 089 096 185 1.95 ] )
6 Qu(ts) 010 75 093 103 196 206 We have presented a hashing based solution to scalable and
- Qrlte) 010 100 124 140 264 274 fastimage retrieval. The _solutlon_unlfles \_/vell-establlshe_d text
and content based techniques with the aim of overcoming the
8 Qs(taV'ts) 020 115 147 176 323 343 . . X L )
semantic gap and long retrieval times in image retrieval sys-
9 Qo(ts Vi) 019 145 179 216 3.95 4.14
10 X 010 170 2920 208 449 467 tems that are solely content based. Content based approaches
Qio(ta Vi) : : : : " evaluate similarities in visual domain, which provides more
11 QutsVte) 020 175 241 235 476 496 ,hiactive representations for images than text annotations.
12 QutsVtaVle) 024 210 258 301 558 582 (pthe other hand, text annotations often map more directly
13 Qus(taVtsVts) 024 215 260 319 579 6.03

onto the semantic meanings of images than low-level visual

features.
Similarity comparison over a set of high-dimensional
vectors is a slow operation and has become an obstacle for

of the two cores was fully loaded while running the searchin

program The code was compiled by Intel icpc 12.0 for I_inuxsqcaling up the content based approach to image retrieval. In

with -O3 and -ipo optimisation options. The two radii werdr s.olution,. we have adopted a scheme of Iocaljty sgnsitive
set to 1.0. The parametkrwas set to 2m, being dependent(?‘aSh'.ng which guarantees a sub-llnear_ searching time on
onk, to 4, andL, being mm-1) 16 The ,testing results arethe V|su_al comparison. The image sele_ctlon by the semantic
T 2 ! s comparison also helps to reduce the size of the data set for
summarised in Table I, which contains the data 13 test casgs: hashing, which further shortens the time spent on the
In each of the tests, the que@,-, I €[1,13], contained visual comparison. By such a two-staged retrieving strategy,
a text phrase and an example image plus the relevant e spent on the content based comparison can be confined

rameters. In all the tests, the example image, the radii anc{ . ,
WIthin a user-tolerant range. From the experimental results,

the weights remained the same, but the text phrases varje longest query time was about 6 ms (see Table 1) for the

in order_ to give different image sets for the visual Similarit)(:ollection of 1514 images. So we believe that the solution has
companson. In test cases 1 to 3 and 5 to 7 the text qu e potential to be scaled up to suit large image collections.
were all simple phrases, denotedtgo t. For the rest, the Fuyrthermore, the developed idea can be applied to other

text queries were connect|ons_ of simple phrases by IOgI(faentification problems, such as the macromodeling issue in
OR (V) operator. For example, in test case 10, the text phr%ﬁg signal integrity study [29]

of query Quo(ta Vg) was a disjunction expression consisting However, we are fully aware that some aspects of the

of termsts andtg. . . . S
In each of the tests we recordéid|, T, Te, To, Ty and work n(_eed further improvements. With the wide availability
of multi-core processors in the market, there are plenty of

Ty, Whose meamn.gs are “Steo_l below. _ opportunities for us to explore the applications of parallel
. \IS\,_number of images obta!ned from the text SearCh'”Brocessing in the indexing and the searching stages.
« T;, time spent on the searching of the text phrase through
the inverted index.

« Te, time spent on the retrieving through the edge his- REFERENCES
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