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Abstract— The control problems leak out into the most areas of human operations. It includes machine control and business control operations as well. In the areas of technical relevance the concept of PID controller (Proportional-Integral-Derivative controller) is widely known. The tuning process of PID controller can be solved by experimental way (the expert is needed) or determined as optimization task. An optimal PID control design includes more goals of optimal regulation process which are often contradictory. Optimal setting of PID controller is generally a task of nonlinear mathematical optimization which is furthermore done on top of dynamic system. The multi-criterion optimization of PID controller by means of soft computing optimization method HC12 is presented. The paper extends previous work [1] and shows some new conclusions. Presented solutions are compared with classical control design methods Ziegler-Nichols and Modulus Optimum.
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I. INTRODUCTION

SOFT-COMPUTING methods provide very robust tools usable in tasks of mathematical optimization. In this paper shall be presented relatively new optimization method denoted as HC12 [1], [2], [3] and [4]. HC12 algorithm is Soft Computing optimization method, capable of solving not-differentiable, nonlinear and multi-modal objective functions. As optimization task the optimal setting of PID controller for three dynamic systems has been chosen. From the point of view of optimization it is a nontrivial task of setting the optimum parameters of dynamic system. In general it is a task nonlinear and multi-criterion. From point of view of evolutionary algorithms (generally optimization soft-computing algorithms) this type of task can be viewed as challenge which solution has very practical implications [6], and [7]. Apart from automation where PID controllers have very wide tradition it is a new approach which can support or compete with present methods of controller setting.

PID controller can be used to control position, velocity, revolutions, temperature, etc. At present time because of major usage of digital technology it is used mainly the digital variant of PID controller. Commonly the PID algorithm is in the process of control implemented using programmable platform (Programmable Logic Controllers, Distributed Control System) or stand alone controllers.

There are key questions to control process behavior apart from the paradigm of the controller (PID, fuzzy, state-space, etc.). In some applications is prohibited to overshoot of desired value in another case it can be but rise time is most important. Also behavior of control action has to reach some limitations. Some of requirements to control process are in fact contradictory.

The paper presented efficient optimal PID controller design approach based on the HC12 optimization algorithm. The optimal PID parameters design is transformed into corresponding optimization problem which is convenient for HC12 applications. There are also other various soft computing methods such as Differential Evolution (DE), Simulated Annealing (SA), Genetic Algorithms (GA) and many more [4], [10] etc. Presented results and implementation of algorithms have been realized using the tools of Matlab/Simulink environment and Java for implementation of optimization solvers.

II. PID CONTROLLER

The theory of control deals with methods which leads to change of behavior of controlled dynamic system (further only system). The desired output of a system is called the reference or set point. When one or more outputs of the system need to follow a certain reference over time then a controller modifies the inputs of system to obtain the desired value on the output of the system. Fig. 1.

![Fig. 1. The general concept of the negative feedback loop to control the dynamic behavior of the system with description of the major parts.](image)

The PID controller has three separate constant parameters: Proportional (P), Integral (I) and Derivative (D). It can be said the P depends on present error, I on accumulation of past errors and D is prediction of future errors based on rate of change. The PID controller calculates an error value as the difference between a measured process variable and a desired set point. The controller attempts to minimize the control error by adjusting the process controller outputs. After corrective action from the controller the system should reach point of stability as the result. Stability means the set point is being held on the output without oscillating around it.

(Advance online publication: 27 February 2012)
The controller in control system given by Fig. 1 is the classical one degree-of-freedom (1-DOF) controller. Description of controller is provided in forms of formulae or algorithms. Basic block diagram of standard PID controller is based on parallel circuit, Fig. 2. The proportional, integral, and derivative terms are summed to calculate the output of the PID controller. Defining \( u(t) \) as the controller output, the general ideal form of the PID algorithm is:

\[
 u(t) = K_p e(t) + \frac{1}{T_i} \int_0^t e(\tau) d\tau + T_D \frac{de(t)}{dt}
\]

(1)

where \( K_p \) is the single gain, \( K_i = K_p / T_i \), \( K_D = K_p \cdot T_D \), \( T_i \) is the integral time constant and \( T_D \) is the derivative time constant.

In many cases are used the variants of PID controller given in standard form by equation (2). Mutual conversion of controller’s constants is obvious.

\[
 u(t) = K_p \left[ e(t) + K_i \int_0^t e(\tau) d\tau + K_D \frac{de(t)}{dt} \right]
\]

(2)

In this standard form, the parameters have a clear physical meaning. In particular, the inner summation produces a new single error value which is compensated for future and past errors. The addition of the proportional and derivative components effectively predicts the error value at \( T_D \) seconds (or samples) in the future, assuming that the loop control remains unchanged. The integral component adjusts the error value to compensate for the sum of all past errors, with the intention of completely eliminating them in \( T_i \) seconds (or samples). The resulting compensated single error value is scaled by the single gain \( K_p \). Other advanced forms of PID controllers with better real properties can be found in [5].

Using Laplace's transformation the transfer function of PID controller looks like the (3).

\[
 G_c(s) = K_p + \frac{K_i}{s} + \frac{K_D s}{s} = \ldots
\]

(3)

It is good to say that in a real PID controller with derivative action is proper to limit the high frequency gain. It can be done by implementing the first order filter with time constant \( T_D / N \), where constant \( N \) has typical values 8 to 20.

\[
 G_c(s) = K_p + \frac{K_i}{s} + \frac{K_D s}{N s+1} = K_p \left[ 1 + \frac{1}{T_P s} + \frac{T_P s}{N s+1} \right]
\]

(4)

In case of the paper we are used mainly standard form PID controller given by (3) instead of (4) [9] because modeling examples. On the other side the expansion to variable or constant \( N \) is possible (\( w N \)).

Tuning a control loop is the adjustment of its control parameters (gain/proportional band, integral gain/reset, derivative gain/rate) to the optimum values for the desired control response. Designing and tuning a proportional-integral-derivative (PID) controller appears to be conceptually intuitive, but can be hard in practice, if multiple (and often conflicting) objectives such as short transient and high stability are to be achieved. There are several methods for tuning a PID loop. In our paper we will designate the found parameters as in (2) or (3), i.e. \( \{K_p, K_i, K_D\} \).

In order to solve optimal setting of controller’s parameters we will use reformulation of the problem. Optimal solution will be searched for by HC12 algorithm as optimum of given objective function. However for comparison there are used common methods for controller parameters tuning, i.e. empirical method Ziegler-Nichols (Ziegler, Nichols 1947) and Modulus Optimum method [12]. Of course many other PID controller tuning methods exist which consider desired properties of control loop.

A. Ziegler-Nichols Tuning Method

Ziegler-Nichols (ZN) tuning rule was the first such effort to provide a practical approach to tune a PID controller. According to the rule, a PID controller is tuned by firstly setting it to the P-only mode but adjusting the gain to make the control system in continuous oscillation (the edge of the stability). The corresponding gain is referred to as the ultimate gain \( K_u \) and the oscillation period is denoted as the ultimate period \( P_u \).

The key step of the Ziegler-Nichols tuning approach is to determine the ultimate gain and period. Then, the PID controller parameters are determined from \( K_u \) and \( P_u \) using the Ziegler-Nichols tuning Table I.

<table>
<thead>
<tr>
<th>Controller</th>
<th>( K_p )</th>
<th>( K_i )</th>
<th>( K_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.5 ( K_u )</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>PI</td>
<td>0.45 ( K_u )</td>
<td>1.2 ( K_u / P_u )</td>
<td>---</td>
</tr>
<tr>
<td>PID</td>
<td>0.6 ( K_u )</td>
<td>2 ( K_u / P_u )</td>
<td>( K_u P_u / 8 )</td>
</tr>
</tbody>
</table>

\( K_p, K_i, K_D \) tuning parameters are found for \( K_u, P_u \) using the Ziegler-Nichols tuning Table I.

\*Ziegler, J.G and Nichols, N. B. (1942).

Optimum settings for automatic controllers [14].
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B. Modulus Optimum

Modulus Optimum (MO) method is based on the transfer function of set point \(G_{ref}(s)\), where this transfer function is ratio of Laplace \(s\)-domain of process output variable to set point input variables. In ideal case the transfer function would be \(G_{ref}(s) = 1\), i.e. step response of process variable is equal to set point. In frequency domain it corresponds with following condition (5).

\[
A_{eq}(\omega) = 1 \\
\Rightarrow |G_{eq}(j\omega)| = A_{eq}(\omega) = 1
\] (5)

This condition can not be satisfied in reality, however it can be proven that control process ends the fastest when amplitude characteristics \(A_{eq}(j\omega)\) will be flat at first and then it will monotonically decreasing as we can see in Fig. 3.

![Fig. 3. The block diagram of the PID controller.](image)

Description of this method can be found in v [12]. The setting of PID parameters \(K_p, T_i, T_d\) by MO method is sorted in the table for practical use and it depends on the type of controlled plant, Table II.

### Table II: Calculation of PID Controller's Parameters by MO Method*

<table>
<thead>
<tr>
<th>Model of controlled plant</th>
<th>(K_p)</th>
<th>(T_i)</th>
<th>(T_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{k}{(T_i s + 1)(T_d s + 1)(T_s s + 1)})</td>
<td>(\frac{T_i}{2 T_i})</td>
<td>(T_i + T_d)</td>
<td>(\frac{T_i T_d}{T_i + T_d})</td>
</tr>
</tbody>
</table>

* Example of calculation of PID controller's parameters by Modulus Optimum method. Given controlled plant corresponds with our test plant which is described by transfer function \(S_i(s)\) in next part of the paper.

### III. Experimental Plants

For out tests we have developer three dynamic systems. First and second are artificially created systems given by simple transfer function \(S_i(s)\) and \(S_2(s)\). On these systems there are shown classic methods of PID controller tuning (Ziegler-Nichols, Modulus Optimum) and multi-criterion tuning using soft computing method HC12. Optimization method HC12 have been compared for objective consideration with classic method of nonlinear optimization Nelder-Mead [13]. Also was tested the PID controller variant denoted as PIDF with correction of derivative part by (4). This is implementation of the first order filter with time constant \(T_d / N\), where constant \(N\) was chosen from 1 to 128.

Third dynamic system have a real physical basis and it is denoted as MGL. It is a model of magnetic levitation. In this case there are shown results of multi-criterion optimization of PID controller using HC12 method.

### A. Plant S1 (3rd order stable system)

The test system S1 is given in time domain by (6) and in \(s\) domain by transfer function (7) or more practically by transfer function in gain-time constant form by (8). This is open loop stable system of third order with one step response by Fig. 4.

\[
y_1(t) = \frac{3}{2} e^{-\frac{t}{2}} - 6 e^{-\frac{t}{3}} + \frac{9}{2} e^{-\frac{t}{6}}\] (6)

\[
S_1(s) = \frac{6}{48s^3 + 44s^2 + 12s + 1}\] (7)

\[
S_1(s) = \frac{6}{(2s + 1)(4s + 1)(6s + 1)}\] (8)

![Fig. 4. Unit step response of system \(S_1(s)\) with zero initial state.](image)

Parameters required for the use of Ziegler-Nichols method are ultimate gain \(K_u = 1.65\) and corresponding period \(P_u = 12.6(\text{s})\). These values correspond with calculated parameters \(\text{PID}_{ZN} = \{0.99, 0.16, 1.575\}\) according to Table I.

For Modulus Optimum method are crucial parameters of plant \(\{k, T_i, T_d, T_s\} = \{6, 6, 4, 2\}\). According to Table II. these values correspond with calculated parameters \(\text{PID}_{MO} = \{0.08, 0.16, 1.33\}\).

### B. Plant S2 (3rd order oscillation system)

The test system S2 is given in time domain by (9) and in \(s\)-domain by transfer function (10) or more practically by transfer function in gain-time constant form by (11). This is open loop oscillating system of third order with one step response by Fig. 5.

\[
y_2(t) = \frac{2}{5} \sin \left(\frac{1}{4} t\right) - \frac{1}{5} \cos \left(\frac{1}{4} t\right) + \frac{1}{5} e^{-\frac{t}{2}}\] (9)

\[
S_2(s) = \frac{2}{32s^3 + 16s^2 + 2s + 1}\] (10)

\[
S_2(s) = \frac{2}{(2s + 1)(4s + 1)(4s - 1)}\] (11)

![Fig. 5. Unit step response of system \(S_2(s)\) with zero initial state.](image)
C. MGL System

The objective of this experiment is to design a controller that levitates the steel ball from the post and makes it track a specified position trajectory. Magnetic Levitation system (MGL) which is used for our experiments is based on the balance of all forces acting on the steel ball. System is driven by two signals which represents desired position of the steel ball in magnetic field. The motion equation is given by (12).

\[ F_x = F_m - F_g - F_d \]  \( (N) \)  \( (12) \)

where the forces are

\[ F_x = m \ddot{x} \]  \( \text{the accelerating force (N)}, \)

\[ F_m = \frac{k_i^2}{(x-x_0)^2} \]  \( \text{the electromagnetic force (N)}, \)

\[ F_g = mg \]  \( \text{the gravity force (N)}, \)

\[ F_d = k_d \dot{x} \]  \( \text{the damping force (N)}, \)

\[ k_i \]  \( \text{the damping constant (N/m.s)}, \)

\[ x \]  \( \text{the ball position (m)}, \)

\[ x_0 \]  \( \text{the coil constant}, \)

\[ x \]  \( \text{the ball position (m)}, \)

\[ m \]  \( \text{the mass of the ball (kg)}. \)

The (12) can be written as (13) for our Matlab/Simulink® realization. And also in real time realization with using Real-Time Toolbox for Simulink and MF624 multifunction I/O card (Humusoft, Ltd.). The matching block model of MGL system is shown in Fig. 6.

\[ \ddot{x} = \frac{k_i}{m} \ddot{x} - g + \frac{k_i}{m} \left( \frac{i^2}{(x-x_0)} \right) \]  \( (13) \)

The power amplifier is designed as a source of constant current \( i \), controlled by the input voltage signal \( u \). The position sensor can be approximated with a linear function between the ball position \( x \) and the sensor voltage output \( y \).

IV. OPTIMAL PID TUNING USING HC12

Goal of this paper is to present optimal tuning of PID controller (2) using relatively novel soft computing optimization method denoted HC12. For every optimization process it is not only crucial the selection of the solver but the design of objective function as well. Further it is worthy to note that in case of soft computing methods the way of coding is very important, i.e. the representation of searched parameters of the task.

Implementation of the HC12 algorithm have been done using Java environment. Plants have been done using Matlab/Simulink® environment. This join have ensured effective realization of simulation model necessary for calculation of objective function and also effective implementation of HC12 solver.

A. Objective Function

In case of optimal PID parameter tuning it can be counted for many demands of resulting control process. For example shortest time of control process, zero steady state error, zero overshoot, no oscillation, etc. Moreover the demands of optimization can be combined. Examples of common performance integral criteria for optimal control design are in Table III.

<table>
<thead>
<tr>
<th>Label</th>
<th>Caption</th>
<th>Formula*</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISE</td>
<td>Integral of Squared Error</td>
<td>( f_{ISE} = \int_0^T e^2(t)dt )</td>
</tr>
<tr>
<td>IAE</td>
<td>Integral of Absolute Error</td>
<td>( f_{IAE} = \int_0^T</td>
</tr>
<tr>
<td>ITSE</td>
<td>Integral of Time multiply Squared Error</td>
<td>( f_{ITSE} = \int_0^T t e^2(t)dt )</td>
</tr>
<tr>
<td>ITAE*</td>
<td>Integral of Time multiply Absolute Error</td>
<td>( f_{ITAE} = \int_0^T t</td>
</tr>
</tbody>
</table>

* This control error criteria was used in our experiments.

In our case we have the objective function \( f_{TOTAL} \) composed as sum of three objective functions which penalize inconvenient behavior of transitional process. To given type of optimization problem it is convenient to note that it is integral way of creating the objective function. The value of objective function (penalty functions) is obtained after finish of the simulation.

\[ f_{TOTAL} = \alpha \log(f_{ITAE}) + \beta \log(f_{OVER}) + \gamma \log(f_{WAVE}) \]  \( (14) \)

\[ [K_P, K_I, K_D]^T = \arg \min_{K} f_{TOTAL}(K) \]  \( (15) \)

Where \( \alpha, \beta, \gamma \) are weight coefficients. Penalty function \( f_{OVER} \) calculates all overshoot where response signal (process variable) exceeds its target (set point). In case of overshoot the function value is increased by one every sample period. Penalty function \( f_{WAVE} \) calculates sum of all detected oscillations. Oscillation is detected if the shape of the process variable signal changes from concave to convex. The vector \( [K_P, K_I, K_D] \) corresponds to find optimum PID parameters.

Principle of penalization is well known variant of evaluation in case of multcriterion optimization. However, determining of the weights of individual objective functions can be difficult. In case of our implementation we have reduced it significantly using logarithm function as is shown in (14). This practice can't be applied generally, it has to be always confronted with the choice of individual penalization functions.
B. HC12 Algorithm

The basic principle of HC12 algorithm is very simple. Shortly, for a given optimization problem, in each iteration step \(i\), a solution \(\mathbf{A}(\text{kernel}, i)\) exists to which a neighborhood of further possible solutions is generated using a fixed pattern.

From this neighborhood, the best solution is chosen for iteration step \(i+1\), which will again be used to generate a new solution \(\mathbf{A}(\text{kernel}, i+1)\). The algorithm stops if no best solution can be found, that is, if (for a minimization problem)

\[
\min\{f(\mathbf{A}(\text{kernel}, i))\} \leq \min\{f(\mathbf{A}(\text{kernel}, i+1))\}
\]

where \(i\) is the iteration number and \(f\) is the objective function. A mathematical description of the algorithm can be found in [1] and [3].

Here the basic ideas are summarized: The solution of a given optimization problem is represented by a binary vector \(\mathbf{A}\). This binary vector \(\mathbf{A}\) codes \(k\) real parameters of the optimization problem, that is, the real input parameters \(x_i\) of the objective function. This provides a basis for discretizing the domain of definition of the problem parameters to be found. The degree of discretization depends on the size of the binary string being proportional to \(2^s\) where \(s\) is the number of bits per parameter.

The basic principle of HC12 algorithm is very simple. Shortly, for a given optimization problem, in each iteration step \(i\), a solution \(\mathbf{A}(\text{kernel}, i)\) exists to which a neighborhood of further possible solutions is generated using a fixed pattern.

From this neighborhood, the best solution is chosen for iteration step \(i+1\), which will again be used to generate a new solution \(\mathbf{A}(\text{kernel}, i+1)\). The algorithm stops if no best solution can be found, that is, if (for a minimization problem)

\[
\min\{f(\mathbf{A}(\text{kernel}, i))\} \leq \min\{f(\mathbf{A}(\text{kernel}, i+1))\}
\]

where \(i\) is the iteration number and \(f\) is the objective function. A mathematical description of the algorithm can be found in [1] and [3].

Here the basic ideas are summarized: The solution of a given optimization problem is represented by a binary vector \(\mathbf{A}\). This binary vector \(\mathbf{A}\) codes \(k\) real parameters of the optimization problem, that is, the real input parameters \(x_i\) of the objective function. This provides a basis for discretizing the domain of definition of the problem parameters to be found. The degree of discretization depends on the size of the binary string being proportional to \(2^s\) where \(s\) is the number of bits per parameter.

The principle of decoding a binary string to a vector of real parameters, which are in our case the PID parameters \(\{K_p, K_i, K_d\}\) is shown in Fig. 7. It follows from the principle that the cardinality (size) of the neighborhood for a Hamming distance of 1 corresponds to the length \(n\) of the binary vector thus growing linearly with the length of the binary vector.

Applying the principle of addition in modular arithmetic \((mod\ 2)\) and using the special matrices \(\mathbf{M}\) (as a Mask) we can derived neighborhood vectors \(\mathbf{A}_{\text{neighborhood}}\) by (17)

\[
\mathbf{A}_{\text{neighborhood}} = (\mathbf{A}_{\text{kernel}} \oplus \mathbf{M}_1) \cup (\mathbf{A}_{\text{kernel}} \oplus \mathbf{M}_2)
\]  

where \(\mathbf{M}\) are the mask matrices given by (18) and the indexes \(i = 1, 2\) are corresponding with \(\rho_i = 1\) and \(\rho_i = 2\).

It should be noticed that generalization of the neighborhood generated process is possible \((\rho_i = 3, \rho_i = 4, \ldots, \rho_i = n)\), but for real life optimization tasks the combinatorial expansion is ruinous.

<table>
<thead>
<tr>
<th>Label (OVER)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overshoot</td>
<td>Overshoot occurs when the output signal exceeds its set point. It arises especially in the step response, often followed by ringing.</td>
</tr>
<tr>
<td>Peak time (PET)</td>
<td>Peak is the highest value reached by the response before reaching the desired value, therefore peak-time is the time when the peak is reached.</td>
</tr>
<tr>
<td>Rise time (RIT)</td>
<td>Rise time is the time required for the response to rise from (x%) to (y%) of its final value*, with (0%-100%) rise time common for overdamped second order systems. (90% in our description was used)</td>
</tr>
<tr>
<td>Setting time (SET)</td>
<td>Setting time of output signal is the time elapsed from the application of an ideal step input to the time at which the output is equal to set point within tolerance. (2% is our set point tolerance)</td>
</tr>
</tbody>
</table>

* There are a lot of criteria which can be used for comparison of performance ratio in case of optimal PID tuning.

\[
\mathbf{M}_1 = \begin{pmatrix}
1 & 0 & \cdots & 0_{1,s} \\
0 & 1 & \cdots & 0_{1,n} \\
\vdots & \vdots & \ddots & \vdots \\
0_{n,1} & 1 & \cdots & 0_{n,n}\end{pmatrix}
\]  

\[
\mathbf{M}_2 = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0_{1,n} \\
1 & 0 & 1 & \cdots & 0_{2,n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0_{n,2} & 1 & \cdots & 1_{n,n}\end{pmatrix}
\]  

The computational time complexity is the amount of steps the algorithm has to do accordingly to the number of inputs. In the big \(O\) notation the behavior of function is analyzed when number of inputs is very high. Algorithm HC12 has quadratic complexity \(O(n^2)\).

It generates neighborhood using bit masks. Those masks have Hamming distances one and two and rank of matrices \(\mathbf{M}\) are \(n\) and \(n\) choose 2 respective, where \(n\) is the length of binary string which represent the problem solution. The short example of HC12 possibility to generate neighborhood with Hamming distances 1 and 2 for 3-bits string is shown above in Fig. 8.
C. Nelder-Mead Method

The Nelder-Mead algorithm (NM) or simplex search algorithm, originally published in 1965 (Nelder and Mead, 1965), is one of the best known and successful algorithms for multidimensional unconstrained optimization without derivatives. In our case we use this algorithm for the comparison of HC12 performance.

The Nelder-Mead method is simplex-based. A simplex $S$ in $\mathbb{R}^n$ is defined as the convex hull of $n+1$ vertices $x_0, \ldots, x_n \in \mathbb{R}^n$. For example in our case of PID parameters tuning $\{K_p, K_d, K_i\}$ a simplex is tetrahedron. Nelder–Mead generates a new test position of simplex by extrapolating the behavior of the objective function measured at each test point arranged as the simplex. The algorithm then chooses to replace one of these test points with the new test point and so the technique progresses. Our implementation of the NM was based on Matlab function fminsearch [13]. Furthermore, the presented results are obtained as optimum from 20 runs of the NM algorithm with different start points.

V. TESTS AND RESULTS

In this section there will be presented the results of optimal tuning of PID controller using presented strategies. For better objectiveness and possibility of comparing our results with others we mention PID tuning parameters and descriptive characteristics (popular performance criteria) of control process in Table IV.

Optimization of parameters of PID controller using HC12 algorithm has been done 20 times for every case of plant and configuration of weight coefficients in (14). The reason is much more better than in case of Z-N tuning and similar as in the case of method NM, certain sensitivity of the solution to first iteration of algorithm.

Naturally, the best idea about results of the control and effect of selected penalization functions (14) to resulting controller’s setting (15) are given to us by respective step responses. These characteristics best describe effectiveness of PID tuning by HC12 in comparison with other methods and also show very well the impact of penalization to given control process.

A. Plant SI and S2

This artificially designed plant of third order has been taken as reference, i.e. plant for comparison of some known methods for tuning of PID controller with our developed approach to PID tuning by HC12. Computed parameters of controller and values of performance criteria are in Table V.

Unit step responses for the ZN and MO methods are in Fig. 9. The Fig. 9 clearly shows influence of penalty functions where values 0/1 means if the given weight coefficient ($\alpha$, $\beta$, $\gamma$) enables the use of penalty function and also show very well the impact of penalization to given control process.

B. MGL System

The plant is represented by (13) and real time realization match chart diagram in Fig. 6. This nonlinear high speed MGL system is real equipment in our laboratory (MGL model CE152 made by Humusoft® Ltd.). Therefore the actuating signal corresponds with real values of desired position of steel ball levitating above the ground. The physical parameters are: $m = 0.008$ (kg), $x_0 = 0.01$ (m), $k_d = 0.02$ (N/m/s), $\tau_a = 0.003$ (s), $k_p = 1.5$ (A/V), $k_c = 200$ (A/V), $v_0 = 0$ (V), $k_s = 2.16e-6$.

Computed parameters of controller and statistic characteristics of objective function are in Table VI. There are 20 runs per penalization’s variant of objective functions.
In this paper we introduce novel efficient optimal PID tuning method based on soft computing optimization algorithm HC12 and sophisticated design of objective function as well. The HC12 has been compared with classical PID tuning methods ZN and MO. The comparison with traditional clever optimization methods NM has shown that the HC12 is more stable in case of optimal solution. Efficient results are summarized in Tables V and VI, and also are very clearly displayed by comparing the figures Fig. 9, Fig. 10, Fig. 11 and Fig. 12.

### VI. CONCLUSION

The results of PID tuning for S1 and S2 plants are very clearly displayed by comparing the figures Fig. 11. The HC12 PID Tuning was realized with following intervals: $K_p$, $K_i$, $K_d$ $[0, 50]$, $K_{d1}$ $[0, 2]$ and in case of filtration $N = [1,128]$. The bit sizes for all $K$ is 11b, $N$ is 7b respectively.
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