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Abstract—Biometrics of the ear is a recent tool for the recognition of people with the great advantage that ears seem to maintain their structure with age. This paper describes the application of modular neural network architecture, with pre-processing, to improve the recognition of people using images of the Ear as a biometric measure. The Ear database used in this work was obtained from the University of Science and Technology of Beijing (USTB). We show the results obtained with the modular neural network, the optimization using genetic algorithms, and the integration using different methods: Winner Takes All (WTA), type-1 fuzzy integration and fuzzy integration optimized by genetic algorithms. The behavior of the simulations show a good identification, using the appropriate pre-processing, integrators and the best structure found by the genetic algorithm.

Index Terms— Artificial Neural Network, Ear Biometry, Optimization, Genetic Algorithms.

I. INTRODUCTION

The methods of human identification with possessions as credentials, keys, cards, or knowledge as a password, are becoming obsolete because they are slowly being replaced by biometrics whose advanced computer technology to identify individuals has been enhanced in recent years.

Recognition of individuals is of great importance, since it allows us greater control over when a person has access to certain information, area, or simply to determine if the person is who they say they are.

Recognizing a person by their physical or behavioral characteristics is becoming increasingly important. With the current systems of authentication by passwords and/or cards there are many drawbacks, including the ability to forget, copy, loss, damage or theft of the same. However, biometric systems are very versatile and also cannot forget. Examples of this technology are fingerprint identification, iris or voice by [1].

Security, in its many aspects, is a constant problem that has always worried mankind, human beings need to feel secure and dedicated it wit, effort and large sums of money [2]. Biometrics plays an important role in public safety and to accurately identify each individual and distinguishes them from each other [3].

Today there are many lines of research to authenticate a person using biometric characteristics [4] [5] and for measuring certain parameters that indicate the physical and psychological state of a person before performing an action [6] [7].

Biometric identification systems are those based on physical characteristics or morphology of human beings to do some kind of recognition [8].

This paper describes different computer vision techniques for pre-processing the image of the ear, which considered the most important features of the ear, which are Helix, Shell and lobe (included in Fig. 1). We use two-dimensional images, which is important because it allows using less specialized equipment, plus it is computationally less extensive because less information processing. We describe in the following sections the process on the different tests to find the appropriate architecture for the modular neural network and type-1 fuzzy logic integrators.

Fig. 1 Main features of the ear. The helix is the outer contour of the ear, the shell is the cavity where is located the entrance to the ear, and the final roll is called lobe.
A. Modular Artificial Neural Networks

An artificial neural network (ANN) is a system composed of many simple processing elements connected in parallel, whose function is determined by the structure of the network, the strength of connections and the processing performed by the elements in the nodes [9].

A neural network is said to be modular if the computation performed by the network can be decomposed into two or more modules (subsystems) that operate on distinct inputs without communicating with each other [10].

Modular neural networks are composed of modules that can be grouped according to both different structure and functionality that are integrated together through an integrated unit. With functional classification, each module is a neural network that performs a different task of identifying sub. Furthermore, using these approach different types of learning algorithms can be combined perfectly [11] [12].

In recent decades, Artificial Neural Networks have received particular interest as a technology for data mining, since it provides the means to model effective and efficient large and complex problems [13]. The ANN is a method to solve problems, individually or in combination with other methods for tasks of classification, identification, diagnosis, optimization or prediction on which the balance data / knowledge leans data and where, additionally, may have learning needs at runtime and some fault tolerance. In these cases the ANNs dynamically adapt constantly readjusting "weights" of their interconnections [14] [15].

B. Type 1 Fuzzy Logic

Fuzzy logic was first proposed in the mid-sixties at the University of California at Berkeley by the brilliant engineer Lofti A. Zadeh. Who proposed what is called the principle of incompatibility: "As system complexity increases, our ability to be precise instructions and build on its behavior diminishes until a threshold beyond which the accuracy and sense are mutually exclusive characteristics [16] [17]. He then introduced the concept of a fuzzy set (fuzzy set), which is the idea that the elements on which to build human thinking are not numbers but linguistic labels. Fuzzy logics, because in fact we can talk about them in the plural, are essentially multi-valued logics that extend the classical logic [18] [19]. The latter impose on their statements true or false values only. Although they have successfully modeled a large part of the natural reasoning, it is true that human reasoning uses truth values are not necessarily as deterministic. For example, calling it the sky is blue one is tempted to graduate blue how, in fact, is heaven, and equally, if a fast-moving vehicle, also is required to consider how fast the vehicle, although this does not necessarily mean vehicle speed quantify with precision [20]. Fuzzy logic attempts to create mathematical approaches in solving certain types of problems.

C. Genetic Algorithms

A genetic algorithm is a search technique based on the theory of Darwinian evolution, which is represented as a new search technique based on the theory of evolution and is known as the genetic algorithm [21]. This technique is based on the selection mechanisms that nature uses, according to which the fittest individuals of a population are those who survive, to adapt more easily to changes in their environment, were first introduced by a professor at the University of Michigan named John Holland who was aware of the importance of natural selection, and in the late 60s developed a technique that was to make computers learn by themselves [22]. A technique invented by Holland was originally called "reproductive plans," but became popular under the name "genetic algorithm" after the publication of his book in 1975 [23][24]. A fairly comprehensive definition of a genetic algorithm is proposed by John Koza: "It is a highly parallel mathematical algorithm that transforms a set of mathematical objects with respect to time individual transactions using modeled after the Darwinian principle of reproduction and survival of the fittest and after having presented a series of naturally occurring genetic operations, most notably sexual recombination.[25][26] Each of these mathematical objects is usually strings of characters (letters or numbers) of fixed lengths that fits the model chains chromosomes and are associated with a certain mathematical function that reflects its fitness [26].

D. Integration Methods

We can distinguish different methods of integration or combination of modules that have been considered [27][28]: Integration by Gating Network: A decomposition of a learning task into sub tasks learned by the modules of cooperation, the benefits of working with the Gating Network are: Best overall performance, reuse of existing patterns heterogeneity classifiers expert need not be the same type, different features can be used for different classifiers. The mechanism of "winner takes all: you can only use it in systems that perform similar tasks experts and offer consistent results, which is not the case of tasks such as parking a truck in which the outcome (the angle of rotation of the wheel) is a function of the position of the cab and trailer [29].

Models in series: the output of a model is used as input for the next. Fuzzy logic: We define a fuzzy membership function that indicates the model used, which provides a smooth transition between the models to give more or less weight to each model according to a set of fuzzy variables [29]. Sugeno Fuzzy Integral: For integration of the modules uses the Fuzzy Sugeno Integral. The reason this method is used is because in past research were obtained very good results in such problems as pattern recognition with modular neural networks [29].

II. PREPROCESSING THE BIOMETRIC IMAGE OF THE EAR

Performing a pre-processing of the data has several advantages; the main one among them is that it can reduce the dimensional quality of data, which improves system performance substantially, especially when using a methodology such as neural networks [30].

In this stage we can pre-process the input pattern so that all images have the same size (scale) getting from this that the system does not change the scaling. Besides this, also seeks to
ensure that the system does not change the translation. When a system does not change the translation and scaling of the patterns, says the system has prior knowledge [30].

Ear images used were acquired from University of Science and Technology Beijing (USTB). The database was developed in November 2003 and January 2004 with 77 individuals, four images of the left ear for each, giving us a total of 308 images. The images are with different contrast and angle, as shown in Fig. 2.

Since images of faces are regularly taken at different times, this results in the different images of a person with variations in lighting, orientation, and size of the face. Therefore, it is necessary that the image is preprocessed before it can be used. Among the pre-processing tasks can find common: extracting the facial image of a larger image that contains information irrelevant to the recognition, normalization in size, all images of the faces are larger similar, and the application of a filtering method is needed to improve the quality of the image.

The pre-processing began with the algorithm for cropping the image, we used different techniques of vision to find the area of interest, one of the most important was the binarization of the image where you were cut parts leaving only black and white party, using for and “imcut” Matlab function, once you have the image with the area of interest.

The next step, which is the normalization of the image, where each image is resized to another array, depending on the image containing the largest ear, leaving the image of 300x400 pixels becomes 184 * 256 pixels, as shown in Fig. 3.

To improve image quality and achieve better recognition it was decided to apply various techniques of vision indicated as follows.

A. Median Filter

Low Pass Filters: Its objective is to soften the image, are useful when it is assumed that the image has a lot of noise and you want to delete. They can also be used to highlight the information on a certain scale (size of the filter matrix), for example in case you want to remove the variability associated with cover types present in the image thus standardizing response. There are several possibilities: Median Filter, assigned to the central pixel the average of all pixels included in the window. The filtering matrix would consist of some values and the divisor would be the total number of elements in the array (see Fig. 4).

B. Contrast

It is defined as the relative difference in intensity between an image point and its surroundings (see Fig. 5). It was applied to the image with an enhanced level of 0.5, according to the membership of each element of the array, the image that has an enhanced level of greater than 0.5 the image is not applied [31].

C. 2d Wavelets

Finally, the compressed images using wavelet analysis in 2D with fixed threshold method, which is a technique used to reduce the size of the images without losing the necessary facial [32]. This method basically relies on the regularity of the signal in the Wavelet domain signal is for this reason that a fairly accurate approximation, and can be represented with a minimum number of coefficients. For our wavelet function was used like "Symmlet" order written as sym8 8, with 2 levels of decomposition. For details of wavelet coefficients was used to eliminate noise criteria "hard-thresholding" at 20% intensity.

III. PROBLEM STATEMENT AND PROPOSED METHOD

This work studied several methods of integration that are applied to modular neural networks for recognition of people using images of the ear as a biometric measure, in addition to developing alternative methods for the integration of the network, such as the gating network, where the image without partitions is the winner, and the winner takes it all, for its acronym in English, "Winner takes All" (WTA), where the image is partitioned into three equal parts.
We first worked with a modular neural network, which uses a partition of the image into 3 parts, to get a better decision when it has to identify the person, in this case we will have 3 parts of the ear: shell, helix and lobe, which are parties to enter each module of the network, with 3 modules in each module, 3 sub-modules with a total of 9 sub-modules, as shown in Fig. 6, each sub module is trained with different training method and different number of neurons, and as we exit the integrator (WTA), which will decide which of the three parts of the ear or that of the three sub-module is the one with the highest activation, so that if we have a winner module ear or part of the winning we will identify the person. Below in Table I the parameters of the modular neural network, which were tested empirically, are shown.

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Neurons</td>
<td>Undefined</td>
</tr>
<tr>
<td>Epochs</td>
<td>5000 and 8000</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.01 (when not adaptive)</td>
</tr>
</tbody>
</table>

Each sub module is fed with different information, to find a suitable architecture for each of the 9 sub modules, helix, conch and lobe each with different methods and different number of neurons, so that each part has been learned by the network differently, where a study empirically, to see how many neurons and are appropriate times for the ANN has an acceptable learning, according to the type of training used, will depend on the number of neurons used for such training, and which may or may learn faster or slower and therefore have a bad or good learning, it must adapt to the neurons with the method of learning along with the times, modular neural networks (MNN) in each module feeds vectors or different data, leading to architectures that are not uniform. Integration links the results of each module and the result is divided by the number of elements, as shown in the following equation.

The equation for the recognition rate of each module is:

\[
 f(1) = \sum_{c=1}^{26} \left( \frac{Idc}{Timg} \right) \times 100 \\
 f(3) = \sum_{c=1}^{25} \left( \frac{Idc}{Timg} \right) \times 100 \\
 f(2) = \sum_{c=1}^{26} \left( \frac{Idc}{Timg} \right) \times 100 \\
 f(Tt) = \frac{f(1) + f(2) + f(3)}{3}
\]

where \( Idc \): images identified, \( Timg \): Total images.

The results of each module of our modular network integrator Winner takes it all with arbitrary parameters, without pre-processing (the result of the integration of the 3 modules) are shown in Table II.

**TABLE II**

<table>
<thead>
<tr>
<th>No.</th>
<th>Method</th>
<th>Epoch</th>
<th>Neurons</th>
<th>Time</th>
<th>% Ident.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:07:32</td>
<td>89.80</td>
</tr>
<tr>
<td>2</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:05:23</td>
<td>91.02</td>
</tr>
<tr>
<td>3</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:04:43</td>
<td>90.57</td>
</tr>
<tr>
<td>4</td>
<td>gda, gdx, scg</td>
<td>8000</td>
<td>200,150</td>
<td>00:34:31</td>
<td>92.18</td>
</tr>
<tr>
<td>5</td>
<td>gdx, gdx, gda</td>
<td>8000</td>
<td>200,150</td>
<td>00:30:22</td>
<td>89.97</td>
</tr>
<tr>
<td>6</td>
<td>gda, gdx, gda</td>
<td>8000</td>
<td>200,150</td>
<td>00:37:40</td>
<td>87.93</td>
</tr>
<tr>
<td>7</td>
<td>gdx, gdx, gda</td>
<td>8000</td>
<td>200,150</td>
<td>00:37:27</td>
<td>90.68</td>
</tr>
<tr>
<td>8</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:07:13</td>
<td>90.90</td>
</tr>
<tr>
<td>9</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:08:19</td>
<td>89.98</td>
</tr>
<tr>
<td>10</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:03:39</td>
<td>90.12</td>
</tr>
<tr>
<td>11</td>
<td>gda, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:04:22</td>
<td>89.05</td>
</tr>
<tr>
<td>12</td>
<td>gda, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:06:58</td>
<td>90.43</td>
</tr>
<tr>
<td>13</td>
<td>gdx, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:07:33</td>
<td>90.23</td>
</tr>
</tbody>
</table>

Table II shows some results obtained from various trainings conducted in each of the modules, the best training was the number 4, 2, 8, with 8000 times respectively, and a target error of 0.00001 for the ANN, these trainings were performed without pre-processing the image, uncompressed image, this training as well as the results leave us a little unhappy, because there are parameters that have a very large range, such as neurons, where put neurons put never know that many neurons are optimal and / or appropriate to have a low margin of error for this reason has chosen to make a genetic algorithm to find an appropriate percentage of identification, and thus get the kind of training and the number of neurons, once we get these parameters take the mean and standard deviation of many times the genetic algorithm can find a high percentage of identification.

The results of each module of the modular neural network with gating network integration and arbitrary parameters with pre-processing (the result of the integration of the 3 modules) are shown in Table III.

**TABLE III**

<table>
<thead>
<tr>
<th>Best</th>
<th>Method</th>
<th>Epoch</th>
<th>Neurons</th>
<th>Time</th>
<th>% Ident.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:06:30</td>
<td>91.82</td>
</tr>
<tr>
<td>2</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:04:12</td>
<td>94.33</td>
</tr>
<tr>
<td>3</td>
<td>Trainscg</td>
<td>8000</td>
<td>200,150</td>
<td>00:06:50</td>
<td>91.75</td>
</tr>
<tr>
<td>4</td>
<td>gda, gdx, scg</td>
<td>8000</td>
<td>200,150</td>
<td>00:03:41</td>
<td>93.55</td>
</tr>
<tr>
<td>5</td>
<td>gdx, gdx, gda</td>
<td>8000</td>
<td>200,150</td>
<td>00:06:29</td>
<td>90.80</td>
</tr>
<tr>
<td>6</td>
<td>gda, gdx, scg</td>
<td>8000</td>
<td>200,150</td>
<td>00:05:03</td>
<td>88.91</td>
</tr>
<tr>
<td>7</td>
<td>gdx, gdx, gda</td>
<td>8000</td>
<td>200,150</td>
<td>00:06:21</td>
<td>92.75</td>
</tr>
<tr>
<td>8</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:06:17</td>
<td>92.49</td>
</tr>
<tr>
<td>9</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:04:24</td>
<td>91.93</td>
</tr>
<tr>
<td>10</td>
<td>Trainscg</td>
<td>5000</td>
<td>100,50</td>
<td>00:02:05</td>
<td>92.09</td>
</tr>
<tr>
<td>11</td>
<td>gda, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:03:47</td>
<td>91.51</td>
</tr>
<tr>
<td>12</td>
<td>gdx, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:05:51</td>
<td>90.81</td>
</tr>
<tr>
<td>13</td>
<td>gda, gdx, scg</td>
<td>5000</td>
<td>100,50</td>
<td>00:03:58</td>
<td>91.46</td>
</tr>
</tbody>
</table>

Table III shows the results of the trainings performed, pre-image processing and compression, where one can observe that the percentages increased considerably identification with the same parameters previously performed training, methods with high percentage were 1, 2 and 4, 8000 times respectively, and an error of the ANN target of 0.00001.
A. Architecture Optimization

The architecture of the modular neural network was optimized using a genetic algorithm (GA) that allows variation in the number of layers, number of neurons, and the learning methods. Once we have seen that the GA has found a good result, we decided to run the GA 10 times to find the standard deviation and average of neurons, methods, and the number of layers for understanding the behavior in training with the GA.

The real chromosome is composed of 2 layers \{1, 2\}, and each layer is composed of 100 neurons in the first hidden layer and 80 in the 2nd hidden layer, training methods 3. The training methods are:

B. Role of the genetic algorithm

Objective functions of the genetic algorithm.

\[
f = \sum_{i=1}^{26} \left[ \frac{\text{ImgNRec}_i}{\text{Timg}} \right]
\]

The objective function is the same for each of the modules of the neural network, whether we get a different architecture.

C. Behavior of Neural Network Training

Once the 10 runs of the GA were achieved, we obtained the best architectures of different trainings. The following tables IV, V and VI show the different architectures with a good percentage obtained in each module.

The best architecture for module 1, which can be seen in Table IV for all sub modules get 100% recognition, i.e. recognition to the 26 images of the ear of the 26 people for a module. With a variation of neurons per layer between 14 and 20, which tells us that few neurons we better training and a lower run time. This requires to be repeated for the other two modules with the respective sub-module as shown in Tables V, VI for both neurons per layer still feel the same as module 1 few neurons increases identification.

D. Validate the Structure of the Modular Neural Network

Table VII shows the results of cross-validations for the 3 modules, this is done with the best architecture obtained from the genetic algorithm as shown in Tables IV, V and VI, with a variation of rates between 92 to 100% identification.

We choose the best architecture that can fit the percentages obtained from cross-validations for each module, whether we get a complete architecture, as shown in the following Table VIII. The experimental results of cross validation applied 4 times the best architecture, the integrator using the winner-take-all (WTA), are shown in Table IX.

As shown in Table XIII, in some cases 100% of recognition was obtained, but only in some modules of the neural network, with the highest percentage of recognition validation 4, which on average has 100% recognition the 4 data validations. Once we have found the right architecture of the ANN, according to the percentage above the integrator (WTA) we chose to implement a fuzzy integrator to a greater degree of uncertainty in the time a decision is in the 3 activations that enter the fuzzy system integrator. Each module will be trained differently for variety of results, for the first module would be as follows,
module 1 (trainscg), 2nd module (trainscg) and 3rd module (trainscg), maintaining the same number of neurons.

The integrator is a system of fuzzy inference with type-1 fuzzy rules, in this case has worked with Mamdani type with 3 linguistic input variables and one linguistic output variable, with three membership functions. The three membership functions (MF) Triangular type used for input variables are (low, medium, high) for Helix, Shell (low, medium, high) and lobe (low, medium, high) in the output variable (winner) are three membership functions (FM), which are called (Helix, Shell, lobe) type triangular, 2 tests were conducted with different membership functions in the first case in the second triangular and Gaussian case, and its range value ranges from 0 to 1 and 24 fuzzy rules, where each FIS (fuzzy Inference System), is specialized in each module of the neural network, which will have the option of deciding which is the highest activation according to the 3 Sub modules found in each module, in order to obtain a better decision based on the activation winner.

The results of the validation with the integrator Mamdani type fuzzy membership functions with triangular and Gaussian types are shown below in Tables X and XI.

### TABLE VII
Result of applying cross-validation to each architecture

<table>
<thead>
<tr>
<th></th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>% Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>96.15</td>
<td>92.31</td>
<td>92.31</td>
<td>100</td>
<td>95.19</td>
</tr>
<tr>
<td></td>
<td>92.31</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>96.15</td>
</tr>
<tr>
<td></td>
<td>96.15</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>97.11</td>
</tr>
<tr>
<td>M2</td>
<td>97.69</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99.42</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>84.6</td>
<td>96.15</td>
<td>100</td>
<td>100</td>
<td>95.18</td>
</tr>
<tr>
<td>M3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### TABLE VIII
Best architecture obtained by the GA

<table>
<thead>
<tr>
<th>Method</th>
<th>C1</th>
<th>C2</th>
<th>% Iden.</th>
<th>img</th>
</tr>
</thead>
<tbody>
<tr>
<td>subMOD1</td>
<td>TRAINSCG</td>
<td>21</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>MOD1</td>
<td>subMOD2</td>
<td>TRAINSCG</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>subMOD3</td>
<td>TRAINSCG</td>
<td>22</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subMOD1</td>
<td>TRAINSCG</td>
<td>19</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>MNN</td>
<td>MOD2</td>
<td>subMOD2</td>
<td>TRAINSCG</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>subMOD3</td>
<td>TRAINSCG</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subMOD1</td>
<td>TRAINSCG</td>
<td>20</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>MOD3</td>
<td>subMOD2</td>
<td>TRAINSCG</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>subMOD3</td>
<td>TRAINSCG</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>

### TABLE IX
Result 4 cross-validations for the best architecture.

<table>
<thead>
<tr>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.15</td>
<td>25/26</td>
<td>96.15</td>
<td>25/26</td>
</tr>
<tr>
<td>MNN</td>
<td>100</td>
<td>26/26</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>25/25</td>
<td>100</td>
</tr>
<tr>
<td>% Iden</td>
<td>98.71</td>
<td>98.71</td>
<td>98.71</td>
</tr>
<tr>
<td>Total img</td>
<td>76/77</td>
<td>76/77</td>
<td>76/77</td>
</tr>
<tr>
<td>Time</td>
<td>00:12:03</td>
<td>00:12:09</td>
<td>00:11:23</td>
</tr>
</tbody>
</table>

With the results shown, in case 1 where functions are triangular in validation one obtains a percentage of 97.43% and on average 96.72% was obtained for triangular and Gaussian, and thus have a higher percentage of recognition, genetic algorithm parameters for both cases are 50 generations and 10 individuals.

### TABLE X
Results of the Mamdani type fuzzy integrator (MF triangular).

<table>
<thead>
<tr>
<th>Method</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>C1</th>
<th>C2</th>
<th>% Iden.</th>
<th>img</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOD1</td>
<td>96.15</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>21-20-22/</td>
<td>00:00:00</td>
<td>00:00:04</td>
<td>00:00:02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD2</td>
<td>96.15</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>19-18-18/</td>
<td>00:00:05</td>
<td>00:00:09</td>
<td>00:00:07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD3</td>
<td>100</td>
<td>96</td>
<td>92</td>
<td>96</td>
<td>77-77</td>
<td>00:00:46</td>
<td>00:00:40</td>
<td>00:00:34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>97.43%</td>
<td>97.31%</td>
<td>96.05%</td>
<td>96.10%</td>
<td>96.72</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE XI
Results of the Mamdani type fuzzy integrator (MF Gaussian).

<table>
<thead>
<tr>
<th>Method</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>C1</th>
<th>C2</th>
<th>% Iden.</th>
<th>img</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOD1</td>
<td>96.15</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>21-20-22/</td>
<td>00:00:05</td>
<td>00:00:09</td>
<td>00:00:07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD2</td>
<td>96.15</td>
<td>96.15</td>
<td>96.15</td>
<td>100</td>
<td>19-18-18/</td>
<td>00:00:05</td>
<td>00:00:09</td>
<td>00:00:07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD3</td>
<td>100</td>
<td>96</td>
<td>92</td>
<td>96</td>
<td>77-77</td>
<td>00:00:46</td>
<td>00:00:40</td>
<td>00:00:34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>97.43%</td>
<td>96.10%</td>
<td>98.71%</td>
<td>97.43%</td>
<td>97.41%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

E. Optimizing Fuzzy Integrator

In the optimization of the fuzzy integrator with a genetic algorithm (GA) to move the membership functions for the 2 cases triangular and Gaussian, and thus have a higher percentage of recognition, genetic algorithm parameters for both cases are 50 generations and 10 individuals.
For the fuzzy integrator with triangular functions each point of each gene function is therefore a triangular membership function has 3 points so we have 3 genes in a range from 0 to 1 at each point and each variable we have 9 genes, this in the input variables and output variable in the chromosome is composed of total 36 genes, which moves the genetic algorithm to find a better fuzzy in ference system (FIS).

For the fuzzy integrator with Gaussian MFs each point of each function is a gene, so a membership function has 2 parameters, which are the mean and standard deviation in each of the input variables we can observe that 18 genes in each one of the modules. Once we have optimized the fuzzy inference system (FIS) for each of the cases (triangular and Gaussian), its architecture was validated, by 4 cross-validations, the results are shown below for Triangular and Gaussian. The results of interactor cross-validations with triangular membership functions, an average of 99.35% was obtained for recognition.

IV. CONCLUSIONS

The best result for the recognition of people using the biometric measurement of the ear was obtained using modular neural network architecture with 2 layers in each module, with 21 in the 1st hidden layer and 16 neurons in the second hidden layer. The average percentage in each generation the genetic algorithm run was 97.43%, with an average error for the first module was 0.030, for 2nd with 96.15% module was 0.0461 and average error for the third module of 100%, with a average error of 0, for winner takes it all integration 4 times validating the architecture it was 99.03%, for the fuzzy integrator with Triangular type membership functions, validating the integrator 4 times was 96.72% for the fuzzy integrator with Gaussian membership functions of validating the fuzzy integrator 4 times was 97.41% for the integrator optimized fuzzy membership functions and triangular validating type 4 times was 99.35%. Since the results were not satisfactory in the integration of fuzzy systems, we decided to apply an evolutionary approach to optimize the membership functions of this system. After applying the genetic algorithm a better recognition rate was achieved, which means that better results were obtained with the optimized system.
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