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Abstract—Gravitational search algorithm (GSA) is a swarm 
intelligence heuristic optimization algorithm based on the law of 
gravitation. Aiming at the disadvantage of poor local search 
ability and slow convergence speed in standard GSA, four 
improved GSA-PSO hybrid algorithm are proposed by 
introducing a small constant updating strategy in order to 
enhance the update ability of velocity, acceleration factor and 
the optimal individual location, where PSO strategy was used to 
optimize the position and velocity of the GSA. Through 
simulation experiments on typical test functions to verify its 
performance, the simulation results show that the optimal setup 
of GSA parameters can improve the convergence rate of the 
algorithm and improve the accuracy of the solution.  

 
Index Terms—gravitational search algorithm, particle swarm 

optimization algorithm, function optimization 

 

I. INTRODUCTION 

UNCTION optimization problem is to find the optimal 
solution of the objective function by the iterative [1]. In 

general, the search objective is to optimize the function of the 
objective function, which is usually described by the 
continuous, discrete, linear, nonlinear, concave and convex of 
function. There has been a considerable attention paid for 
employing metaheuristic algorithms inspired from natural 
processes and/or events in order to solve function 
optimization problems. The swarm intelligent optimization 
algorithm [2] is a random search algorithm simulating the 
evolution of biological populations. It can solve the complex 
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global optimization problems through the cooperation and 
competition among individuals. The representative swarm 
intelligence optimization algorithms include Ant Colony 
Optimization (ACO) algorithm [3], Genetic Algorithm (GA) 
[4], Bat Algorithm (BA) [5], Artificial Bee Colony (ABC) 
algorithm [6], etc.    

But, not all metaheuristic algorithms are bio-inspired, 
because their sources of inspiration often come from physics 
and chemistry. For the algorithms that are not bio-inspired, 
most have been developed by mimicking certain physical 
and/or chemical laws, including electrical charges, gravity, 
river systems, etc. The typical physics and chemistry inspired 
metaheuristic algorithms include Big Bang-big Crunch 
optimization algorithm [7], Black hole algorithm [8], Central 
force optimization algorithm [9], Charged system search 
algorithm [10], Electro-magnetism optimization algorithm 
[11], Galaxy-based search algorithm [12], Harmony search 
algorithm [13], Intelligent water drop algorithm [14], River 
formation dynamics algorithm [15], Self-propelled particles 
algorithm [16], Spiral optimization algorithm [17], Water 
cycle algorithm [18], etc. 

The gravitational search algorithm (GSA) was introduced 
by E. Rashedi et al in 2009 [19], which was constructed based 
on the law of gravity and the notion of mass interactions. The 
GSA algorithm uses the theory of Newtonian physics and its 
searcher agents are the collection of masses. It has been 
successfully applied in many global optimization problems, 
such as, multi-objective optimization of synthesis gas 

production [20]， forecasting of turbine heat rate [21]，

dynamic constrained optimization with offspring repair 

[22]，fuzzy control system [23]，grey nonlinear constrained 

programming problem [24]， reactive power dispatch of 

power systems [25]，minimum ratio traveling salesman 

problem [26]， parameter identification of AVR system 

[27]，strategic bidding [28], etc. 

In this paper, four kinds of improved GSA-PSO hybrid 
algorithm were proposed by introducing a small constant 
updating mechanism, which adopts PSO strategy to optimize 
the velocity and position in the running process of the GSA. 
The simulation analysis results show that the improved hybrid 
algorithm greatly improves the function optimization 
convergence speed and optimization accuracy. 
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II. GRAVITATIONAL SEARCH ALGORITHM 

A. Physics foundation of GSA 

The law of universal gravitation is one of the four basic 
forces in nature. The gravitational force is proportional to the 
product of the mass, and is inversely proportional to the 
square of the distance. The gravitational force between two 
objects is calculated by: 

 

1 2
2

M M
F G

R


                               (1) 

 
where, F  is the gravitational force between two objects, G  

is the gravitational constant, 1M  and 2M  are the masses of 

the object 1 and 2 respectively, R  is the distance between 

these two objects. According to the international unit system, 

the unit of F  is Newton (N), the unit of 1M  and 2M  is kg, 

the unit of R  is m, and the constant G  is approximately 

equal to 11 2 26.67 10 N m kg  . 

The acceleration of the particle a  is related to its mass M  
and of the gravitational force F , which is calculated by the 
followed equation.  

 

F
a

M
                                    (2) 

 
According to the Eq. (1) and (2), all of the particles in the 

world are affected by gravity. The more close the distance 
between two particles, the greater the gravitational. Its basic 
principle is shown in Figure 1, where the mass of the particles 

is represented by the image size. Particle 1M  is influenced by 

the gravity of the other three particles to produce the resultant 
force F . Such an algorithm will converge to the optimal 
solution, and the gravitational force will not be affected by the 
environment, so the gravity has a strong local. 

   

Fig. 1. Gravitational phenomena 

B. Basic principles of gravitation search algorithm 

1) Initialize the locations 

Because of no need to consider the environmental impact, 

the position of a particle is initialized as iX . Firstly, 

randomly generate the positions 1 2, ,..., ,...k d
i i i ix x x x  of N  

objects, and then the positions of N  objects are brought into 

the function, where the position of the i th object is defined as 

follows. 

 

    
1 2
i(x , , ... , ..., )

k d
i i i iX x x x                            (3) 

 

2) Calculate the inertia mass 

At the moment t , the mass of the particle iX  is 

represented as  iM t . Mass  iM t  can be calculated by the 

followed equation.  
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where 1,2, ,i n  , ( )fit i  is the fitness value of the object i , 

( )best t  is the optimal solution and ( )worst t  is the worst 

solution. The calculation equation of ( )best t  and ( )worst t  

are described as follows.  
For solving the maximum problem: 
 

{1,2,..., }
( ) max ( )j

j n
best t fit t


                            (7) 

{1,2,..., }
( ) min ( )j

j n
worst t fit t


                         (8) 

 
For solving the minimum value problem: 
  

{1,2,..., }
( ) min ( )j

j n
best t fit t


                           (9) 

{1,2,..., }
( ) min ( )j

j n
worst t fit t


                        (10) 

 

3) Calculate gravitational force 

At the moment t , the calculation formula for the 

gravitational force of object j  to object i  described as 

follows.  
 

( ) ( )
( ) ( ( ) ( ))

( )

pi ajk k k
ij j i

ij

M t M t
F G t x t x t

R t 


 


           (11) 

 

where,   is a very small constant, ( )aiM t  is the inertial mass 

of the object itself, ( )piM t  is the inertial mass of an object i . 

 G t  is the universal gravitational constant at the moment t , 

which is determined by the age of the universe. The greater 

the age of the universe, the smaller  G t . The inner 

relationship is described as follows. 
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where 0G  is the universal gravitational constant of the 

universe at the initial time 0t , generally it is set as 100.   is 

20, T  is the maximum number of iterations and ( )ijR t  

represents the Euclidean distance between object i  and 

object j . 

 

ij ( ), ( )i jR X t X t                           (13) 

 

In GSA, the sum ( )k
iF t  of the forces acting on the iX  in 

the K th dimension is equal to the sum of all the forces acting 
on this object: 

 

1,

( ) ( )k k
i j ij

j j i

F t rank F t
 

                        (14) 

 

where jrank  is the random number in the range  0,1 , ( )k
ijF t  

is the gravity of the j th object  acting on the i th object in the 

k th dimension space. According to the Newton's Second 

Law, the acceleration of the i th particle in the k th 

dimension at the moment t  is defined as follows: 

 

( )
( )

( )

k
k i
i

F t
a t

M t
                             (15) 

 

4) Change the positions 

In each iteration, the object position can be changed by 
calculating the acceleration, which is calculated by the 
following equations. 

 

( 1) ( ) ( )k k k
i i i iv t rank v t a t                        (16) 

( 1) ( ) ( 1)k k k
i i ix t x t v t                           (17) 

 

C. Algorithm flowchart 

The detailed flowchart of the algorithm is shown in Figure 
2, and the optimization procedure is described as follows. 

Step 1: Initialize the positions and accelerations of all 
particles, the number of iterations and the parameters of the 
GSA; 

Step 2: According to the Eq. (12), calculate the fitness 
value of each particle and update the gravity constant; 

Step 3: According to the Eq. (5)-(7), calculate the quality of 
the particles based on the obtained fitness values and the 
acceleration of each particle according to the Eq. (8) and Eq. 
(15); 

Step 4: Calculate the velocity of each particle and update 
the position of the particle according to the Eq. (17); 

Step 5: If the termination condition is not satisfied, turn to 
Step 2, otherwise output the optimal solution. 

III. GSA-PSO HYBRID OPTIMIZATION ALGORITHM 

A. Particle Swarm Optimization Algorithm 

PSO algorithm adopts a large number of particles to search 
the optimum in the space solution, where the velocity of the 

particle depends on the direction and distance of its flight, and 
they have their own fitness value. The dynamic adjustment of 
each particle to find the optimal solution relies on the 
individual extreme and the global extreme, until the 
termination is met [29]. 

The location of the i th particle is represented as 

 1 2, , ,i i i iDX x x x  . At each generation, each particle is 

updated by following the two ‘best’ values. The best previous 
position of the i th particle is recorded and represented as 

 1 2, , ,i i i iDP p p p  , which is also called pBest . The index 

of the best pBest  among all the particles is represented by the 

symbol g. The location  1 2, , ,g g g gDP p p p   is also called 

gBest . The velocity for the i th particle is represented as 

 1 2, , ,i i i iDV v v v  . The PSO concept consists of, at each 

generation, updating the velocity and location of each particle 

toward its pBest  and gBest  locations according to the Eq. 

(16) and (17), respectively: 
    

1  1 ( )

2 ( )

n t t
id i i i

t
i i

V V c rand pbest x

c rand gbest x

      

  
      (16) 

                    1 1t t t
i i iX X V                               (17) 

 

where w  is inertia weight, 1c  and 2c  are learning constants, 

and ()rand  is a random function in the range [0, 1]. For Eq. 

(16), the first part represents the inertia of the previous 
velocity; the second part is the ‘cognition’ part, which 
represents the private thinking by itself; the third part is the 
‘social’ part, which represents the co-operation among the 

particles. idV  is clamped to a maximum velocity maxV . 

B. GSA-PSO Algorithm 

In recent years, Seyedali M. proposed BPSOGSA hybrid 
algorithm with binary parameters of the PSOGSA algorithm 
[29] in order to solve the binary parameter optimization 
problem. Four hybrid algorithms (GSAPSO-1, GSAPSO-2, 
GSAPSO-3 and GSAPSO-4) based on the standard 
GSA-PSO algorithm in the literature [29] are proposed, which 
adopts the small constant   updating strategy in three parts 
on the on the material motion equation respectively so as to 
the memory function when updating the velocity, acceleration, 
and the optimal positions. The detailed analysis are described 
as follows. 

The strong exploration ability of GSA and the PSO 
algorithm are combined to obtain the better optimization 
ability. The improved particle velocity updating equations are 
described as follows. 

             
' '
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i i i i iV t r V c r ac t c r gbest x t          (18)      
' '
1 2( 1) ( )   ( )  ( ( ))t

i i i i iV t r V c r ac t c r gbest x t          

      (19)      
' '
1 2( 1)   ( ) ( )  ( ( ))t

i i i i iV t r V c r ac t c r gbest x t          

      (20)      
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Fig. 2. Flowchart of GSA 

where itV  is the velocity of particle i  at the generation t，

jc  is the acceleration coefficient， r  is a random located in 

the scope [0,1],   is a small constant， ( )iac t  is the 

acceleration of particle i  at the generation t，and gbest  is 

the optimal solution so far.  
The position of the particles is updated according to the 

following equation. 
       

           ( 1) ( ) ( 1)i i iX t X t V t                        (22) 
 
It is worth noting that the quality and inertia mass equations 

of particle i  at the generation t  are improved in the literature 

(29), which is described as follows, respectively. 
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C. Algorithm Procedure 

The algorithm procedure of the improved GSA-PSO 
algorithm shown in Figure 3 is described as follows. 

Step 1: Initialize the algorithm parameters, including the 
total number of particles N , the number of iterations t , the 

gravitational constant 0G  and the decreasing coefficient  . 

Step 2: Randomly generate populations. The position 

vector of the particle is set as 1 2( , , , )nX x x x  , the velocity 

is initialized as 1 2( , , , )T
i i i isv v v v  , the global optimal value 

is gbest  and the individual optimal value is pbest . 

Step 3: Calculate the fitness value of each individual ( )fit t , 

find the best fitness value ( )best t  and the worst fitness value 

( )worst t , and record the best position gbest . 

Step 4: Calculate the quality of each individual according 
to Eq. (5)-(8); then calculate the gravitational constant G  and 
the Euclidean distance between two particles so as to 
calculate the individual's gravity F  and acceleration a . At 
this time, by adopting the global search ability of PSO 
algorithm, four hybrid algorithms are used to update the 
position and velocity of the individual by using Eq. (18)-(22); 

then calculate the fitness value ( )fit t  and the optimal value 

gbest  of each particle in the improved algorithms. gbest  is 

compared with the gbest  generated in Step 3 to obtain the 

optimal value gbest .  

Step 5: Judge whether the termination function or the 
number of iterations is met. If it is still not satisfied, return to 
Step 3. 

 

Fig. 3 The flowchart of improved GSAPSO hybrid algorithm  

IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS 

The parameters of the hybrid algorithm are initialized as 
follows: object number N =30, the maximum number of 

iterations max_it=1000, the gravitational constant 0G =100 at 

time t0,   =23. Four test functions are adopted to carry out 
simulation and software MATLAB is used as the simulation 
platform. The independent operations are carried out 50 times. 
Four test functions are shown in Table 1, which are named as 
F1, F2, F3 and F4. The dimension of F1, F2 and F3 is 30, and 
the dimension of F4 is 2. On the other hand, F1 is a single 
function, the others are polymorphic functions. 

Figure 4 (a) - (b) are the compared optimization results of 
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the above proposed algorithms. In order to make the 
simulation results more clearly, for the F3 and F4 with fast 
convergence speed, the 100 generation simulation results are 
retained within the optimization curves. The simulation 
statistical results are shown in Table 2. 

It can be seen from the above simulation results that the 
optimization time of low dimensional function F4 is smaller 
than other high dimensional function. The fast convergence 
rate makes each algorithm gradually tend to the optimal value 
and reach the steady state in the iteration number of 15-60. In 
addition, the optimal values of the complex multi-state 
function F3 and F4 are equal in each hybrid algorithm. 
Comparison of the optimization results, four kinds of hybrid 
algorithm are better than the GSA-PSO algorithm proposed in 
the literature (29). For the unimodal function F1, the 
optimization results are compared as: GSAPSO-2 < 

GSAPSO-4 < GSAPSO-3 < GSAPSO-1. For the multi peak 
function F2, the optimization results are compared as: 
GSAPSO-3 < GSAPSO-2 < GSAPSO-1 < GSAPSO-4.  

In conclusion, through the introduction of the small 
constant update strategy, the optimization performances of 
four proposed methods are improved significantly. For single 
state function, the ability to update the speed and position of 
the best individual in the hybrid algorithm is enhanced, which 
can effectively adjust the influence of "law of attraction" and 
"social information exchange" on the particles. For the 
multi-peak functions, the acceleration and velocity at the 
particle movement by "law of attraction" and "speed" 
function are adjusted. In short, the improved hybrid 
algorithms have an important influence on the law of 
attraction between substances. 

TAB. 1 SIMULATION FUNCTIONS 

Function Name Expression equation Scope Dimension 

F1 Quartic 
4

1
[0,1)

n

ii
ix random


  [-1.28,1.28]n 30 
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10cos(2 ) 10
n

i i
i

x x

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[-5.12,5.12]n 30 

F3 Schwefel  
1

418.9829 sin
n

i i
i

n x x

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[-600,600]n 30 

F4 
Shekel’s Foxholes
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Fig. 4 Simulation curves of five algorithms for function optimization 

TAB. 2 THE SIMULATION RESULTS OF GSAPSO HYBRID ALGORITHM 

Function / Algorithm GSAPSO GSAPSO-1 GSAPSO-2 GSAPSO-3 GSAPSO-4 

F1 

Optimum 0.0494 0.0455 0.0281 0.0409 0.0352 

Time (s) 4.718 4.912 4.788 4.720 5.054 

F2 

Optimum 110.439 91.535 89.545 86.561 105.465 

Time (s) 4.137 4.649 4.649 4.852 4.657 

F3 

Optimum 0 0 0 0 0 

Time (s) 4.189 4.334 4.226 4.358 4.224 

F4 

Optimum 0.9980 0.9980 0.9980 0.9980 0.9980 

Time (s) 3.572 3.642 3.666 3.737 3.711 

 

V. CONCLUSION 

Gravitational search algorithm (GSA) is a swarm 
intelligence heuristic optimization algorithm based on the law 
of gravitation. In this paper, four improved GSA-PSO hybrid 
algorithm are proposed by introducing the optimization 
strategy of the motion equation based on the micro constant 
renewal material. The simulation results show that the 
improved algorithm has good performance. 
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