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Abstract—Accurate short-term traffic forecasting can relieve traffic congestion and improve the mobility of transportation, which is very important for management modernization of transportation systems. However, it is quite difficult to predict effectively and accurately short-term traffic information since traffic information shows the strongly nonlinear, complex and uncertain characteristics. In this paper, a new hybrid model based on grey neural network and fruit fly optimization algorithm (FOA) is proposed to solve this problem. The FOA is used to select the appropriate parameter values of the grey neural network model, thereby improving the accuracy of forecasting model. The proposed hybrid model can exploit sufficiently the characteristics of grey system model requiring less data, the non-linear map of neural networks and the quick-speed convergence of FOA, and has simpler structure. The effectiveness of this proposed hybrid model is proved by experiment simulation. The experiment results show that the proposed model has better performance than the single grey model GM(1,1), the single back-propagation neural network (BPNN) model, the combined model of them, i.e., the grey neural network (GNN) model, and the GNN model with particle swarm optimization (GNN-PSO), on short-term traffic forecasting.

Index Terms—Short-term traffic forecasting, Grey system, Neural networks, Grey neural network, Fruit fly optimization algorithm.

I. INTRODUCTION

SHORT-TERM traffic forecasting is an important part of management modernization of transportation systems, which has attracted more and more attentions from the academic and the practice. Short-term traffic forecasting focus on making predictions about the likely traffic parameters changes in the short-term, typically within several minutes ahead [1]. The traffic parameters in forecasting are commonly flow, occupancy and speed [2]. The accurate forecasting results for these parameters can help traffic control center in transportation systems to reduce traffic congestion and to improve the mobility of transportation [3]. However, it is quite difficult to predict effectively and accurately short-term traffic information due to the strongly nonlinear, complex and uncertain characteristics of traffic information.

Many short-term traffic forecasting methods have been developed by the scholars and practitioners to increase the forecasting accuracy in the past few years. Generally, the short-term traffic forecasting methods can be divided into three categories: statistical, artificial intelligence and hybrid methods. In the conventional statistical methods, Kalman filtering [4], autoregressive integrated moving average (ARIMA) [5] and seasonal ARIMA [6] have been applied to forecast short-term traffic flow based on past data. Although these statistical techniques can achieve reasonable prediction accuracy, they may not capture the dynamics and nonlinearities existed in traffic flow. To address this issue, the artificial intelligence methods, namely, neural networks (NNs) [7] [8] [9] [10], are widely used to the predication of short-term traffic flow due to its advantages of non-linear mapping relations [11]. The NNs methods can obtain forecasting results with better accuracies than the conventional statistical methods. However, NNs require a great deal of training data and relatively long training period for robust generalization [12] [13]. To enhance the generalization capability of NNs, several previous studies have proposed hybrid NN models by incorporating particle swarm optimization (PSO) [14], genetic algorithms [15], fuzzy logical [16], Kalman filters [17], the ARIMA model [18], and so on. These hybrid models have been demonstrated to possess better performance than pure NNs in short-time traffic forecasting, but they use more parameters, have more complex structure and require greater computational power [19].

Grey system theory was first introduced by Deng in early 1980s [13]. The theory is simple and requires only a limited amount of data to estimate the behavior of uncertainty system. In grey system theory, the most commonly used forecasting model is GM(1,1) which can be divided into three stages [20]. In the first stage, to smooth the randomness, the primitive data obtained from the system to form the GM(1,1) is subjected to an operator, named Accumulating Generation Operator (AGO) [21]. The differential equation of GM(1,1) is then solved to obtain the n-step ahead predicted value of the system in the second stage. Finally, using the predicted value, the Inverse Accumulating Generation Operator (IAGO) is applied to find the predicted values of original data. However, the GM(1,1) model do not account of nonlinear [22]. Since neural networks possess characteristics of adaptability, nonlinearity and arbitrary function mapping capability [23], some scholars proposed a model combining grey system theory and neural networks, called GNN. The GNN model has been widely used to forecast in various fields, such as power system load forecasting, city waste water forecasting, etc. But, the shortcoming of the GNN model is that it is very difficult to select appropriate parameter values which have an effect on the performance of forecasting. The optimization technique can be used to solve this problem. Fruit fly
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Fig. 1. The structures of three grey neural network models.

optimization algorithm (FOA) proposed by the scholar Pan is a novel evolutionary computation and optimization technique [24]. FOA has the advantages of simple computation, being easy to be written into program code and to understand compared with other optimization algorithms, such as genetic algorithm, ant colony optimization algorithm, particle swarm optimization algorithms [25], etc. Therefore, this paper proposes a new hybrid model of grey neural network and fruit fly optimization algorithm, namely, GNN-FOA, for short-term traffic forecasting. The proposed hybrid model has the characteristics of grey system theory requiring less data, the strong non-linear map of neural networks and the quick-speed convergence of fruit fly optimization algorithm. Furthermore, the structure of GNN-FOA is relatively simpler since it only executes an accumulated generating operation (AGO) and an inversely accumulated generation operation (IAGO), which are derived from grey system theory, before and after neural network, respectively.

This rest of this paper is organized as follows. Section II introduces the models of grey neural network and FOA, then illustrates the mechanism of the GNN-FOA model in details. Section III discusses and compares the experimental results obtained by the GNN-FOA model and by other forecasting models. Section IV finally concludes this paper.

II. GREY NEURAL NETWORK WITH FRUIT FLY OPTIMIZATION ALGORITHM

A. Grey neural network

Grey neural network combining GM(1,1) model in grey theory and neural networks can be classified into three categories: parallel, series and inlaid grey neural network [26]. Fig. 1 shows the structures of the three grey neural network models.

In parallel grey neural network model, firstly GM(1,1) and neural network are adopted separately to forecast, and then the forecasting data obtained by them are combined into a new result by some effective ways. The new result is the prediction value. In series grey neural network model, for the same series, different raw data are input into GM(1,1) models and then different output data are obtained. These output data are used as the input data for neural network. The output data of neural network is the final combined forecasting result.

The inlaid grey neural network model embeds GM(1,1) model and neural network into a single model. In this paper, the inlaid grey neural network model is utilized for short-term traffic forecasting because GM(1,1) model combines with neural network more closely in inlaid grey neural network model compared with other GNN models. This model has three basic parts: a grey layer, a general neural network, and a white layer. The grey layer before neural input nodes has accumulated generating operation (AGO) to initial input data. The inlaid grey neural network model embeds GM(1,1) model and neural network into a single model. In this paper, the inlaid grey neural network model is utilized for short-term traffic forecasting because GM(1,1) model combines with neural network more closely in inlaid grey neural network model compared with other GNN models. This model has three basic parts: a grey layer, a general neural network, and a white layer. The grey layer before neural input nodes has accumulated generating operation (AGO) to initial input data. The inlaid grey neural network model embeds GM(1,1) model and neural network into a single model. In this paper, the inlaid grey neural network model is utilized for short-term traffic forecasting because GM(1,1) model combines with neural network more closely in inlaid grey neural network model compared with other GNN models. This model has three basic parts: a grey layer, a general neural network, and a white layer. The grey layer before neural input nodes has accumulated generating operation (AGO) to initial input data. Let the original data sequence be denoted by $X^{(0)}$.

$$X^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)\}, n \geq 4.$$ (1)

On the basis of $X^{(0)}$, a new data sequence $X^{(1)}$ is generated by AGO as

$$X^{(1)} = \{x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\}$$ (2)

where $x^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i), k = 1, 2, 3, \ldots, n$.

Then these new data $X^{(1)}$ generated by the accumulated generating operation are feed into the network. In this paper, a three-layer back-propagation neural network (BPNN) is adopted. There are two reasons: (i) BPNN contains many interacting nonlinear neurons in multiple layers and can capture complex phenomena [27], hence it is one of the most prevalent neural networks in short-term traffic forecasting; (ii) the previous study [8], [9] have proved that the three-layer BPNN can realize non-linear map for traffic flow. The parameters of BPNN include weights and biases which are adjusted iteratively by a process of minimizing the global error or the total square error. The structure of BPNN can be seen in Fig. 2, where $w_{ji}$ represents the connection weight from input node $i$ to hidden node $j$, $w_{jh}^{o}$ represents the connection weight from hidden node $j$ to output node $h$, $b_{j}$ stands for the bias of hidden node $j$ and $b_{h}^{o}$ stands for the bias of output node $h$.

Fig. 2. The structure of BPNN.
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Finally, the white layer after neural output nodes inverses accumulated generation to the output data of the network \( \tilde{z}^{(1)} \). Therefore, the prediction value \( \tilde{z}^{(0)} \) we need is obtained.

\[
\tilde{z}^{(0)}(k+1) = \tilde{z}^{(1)}(k+1) - \tilde{z}^{(1)}(k)
\]  

(3)

where \( \tilde{z}^{(1)}(k+1) \) and \( \tilde{z}^{(1)}(k) \) is the output data of the network at time \( k+1 \) and \( k \), respectively. \( \tilde{z}^{(0)}(k+1) \) is the prediction value at time \( k+1 \) based on original data.

B. Fruit fly optimization algorithm

Fruit fly optimization algorithm was proposed by Pan for finding global optimization, which is a new interactive evolutionary method inspired by the food finding behavior of the fruit fly. Fruit fly is a kind of insect and is superior to other species in osphresis and vision. Fruit fly can even smell food source from 40 km away. The food finding process of fruit fly is as follows: firstly, it smells the food source by osphresis organ, and flies towards that location; then, after it gets close to the food location, the sensitive vision is also used for finding food and other fruit flies flocking location, and it flies towards that direction [28]. To describe it in details, FOA can be divided into several steps as follows:

Step 1. Initialize randomly fruit fly swarm location \((X_{axis}, Y_{axis})\).

Step 2. Give the random direction and distance for food finding of an individual fruit fly using osphresis.

\[
X_i = X_{axis} + \text{RandomValue} \quad (4)
\]

\[
Y_i = Y_{axis} + \text{RandomValue} \quad (5)
\]

Step 3. Estimate the distance of the individual fruit fly \( i \) to the origin \((\text{Dist}_i)\), then calculate the smell concentration judgment value \((S_i)\), and the value of \( S_i \) is the reciprocal of distance.

\[
\text{Dist}_i = \sqrt{X_i^2 + Y_i^2} \quad (6)
\]

\[
S_i = 1/\text{Dist}_i \quad (7)
\]

Step 4. Calculate the smell concentration \((\text{Smell}_i)\) of the individual location of the fruit fly by substituting smell concentration judgment value \((S_i)\) into smell concentration judgment function (or called Fitness function), then find out the fruit fly with maximal or minimal smell concentration (finding the maximal or minimal value) among the fruit fly swarm.

\[
\text{Smell}_i = \text{Function}(S_i) \quad (8)
\]

\[
[\text{bestSmell, bestIndex}] = \text{Max/Min}(\text{Smell}_i) \quad (9)
\]

Step 5. Keep the best smell concentration value and \( x, y \) coordinate, and at this moment, the fruit fly swarm will use vision to fly towards that location. If the maximum number of generations is not reached, go back to Step 2; otherwise, end the algorithm.

\[
\text{Smell}_{\text{best}} = \text{bestSmell} \quad (10)
\]

\[
X_{\text{axis}} = X(\text{bestIndex}) \quad (11)
\]

\[
Y_{\text{axis}} = Y(\text{bestIndex}) \quad (12)
\]

C. The GNN-FOA model

In this paper, the proposed hybrid model GNN-FOA for short-term traffic forecasting not only combines grey model with neural networks to form Grey Neural Network (GNN), but also optimizes the GNN model with fruit fly optimization algorithm.

In the GNN-FOA model, there are three stages. The first stage initializes the original traffic series data by accumulating generation operator (AGO) in grey model in order to weaken the randomness of the original data, and then these data are fed into a back-propagation neural network (BPNN). The second stage focuses on the optimization of BPNN by using FOA to decide the optimal original value of parameters, such as weight and bias, in BPNN. In this stage, the structure of three-layer BPNN \( N_{in} \times N_{hidden} \times 1 \) is first determined, where \( N_{in} \) refers to the number of data input from the first stage, \( 1 \) refers to the number of output forecasting value, \( N_{hidden} \) refers to the node number of hidden layer. According to the structure, the number of fruit fly swarm \( N_s \) is then decided, where \( N_s \) is equal to the number of all weights and biases in BPNN. The second stage aims to improve the robustness and accuracy of BPNN for short-term traffic forecasting. In the third stage, to obtain the predicted values, the output data from the optimized BPNN are processed by the inverse accumulating generation operator (IAGO) in grey model. The flowchart of the GNN-FOA model is shown in Fig. 3.

next, the steps of the GNN-FOA model in the second stage are described in details as follows:

Step 1 Parameters initialization

The parameters, such as the maximum number of iterations \( \text{maxgen} \), the population size of swarm \( \text{sizepop} \), the initial fruit fly swarm location \((X_{\text{axis}}, Y_{\text{axis}})\) and the random flight distance range \( FR \) should be decided.

Step 2 Preliminary calculations

Give the random direction and distance for food finding of an individual fruit fly based on \( FR \), and then calculate the flight distance of the fruit fly \( i \) to the origin \((\text{Dist}_i)\) and the smell concentration judgment value \((S_i)\) by using Eqs. (6) and (7). The value of \( S_i \) is input into the BPNN model for short-term traffic forecasting. According to the results of forecasting, calculate the smell concentration \( \text{Smell}_i \) which is employed the root-mean-square error (RMSE). RMSE measures the deviation between the forecasting value and the actual value, which is expressed as follows.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}_i)^2} \quad (13)
\]

where \( n \) is the total number of the forecasting value, \( x_i \) and \( \bar{x}_i \) is the actual value and the forecasting value at the \( i \)th time interval, respectively. Finally, find out the minimum value of \( \text{Smell}_i \).

Step 3 Iterations

Update fruit fly swarm location \((X_{\text{axis}}, Y_{\text{axis}})\) according to the minimal \( \text{Smell}_i \). And calculate
In this section, the proposed hybrid model GNN-FOA is used to forecast the future vehicular speed on Barbosa road in Macao during the period of PM 14:00-15:00, 19th August. The forecasting results are compared with that obtained from the single models, such as GM(1,1) and BPNN, and the combined model, such as grey neural network (GNN) [29] and grey neural network with particle swarm optimization (GNN-PSO) [30].

A. Traffic Data

The speed data used for forecasting was collected by the real-time traffic information system which has been developed by intelligent transportation systems (ITS) research laboratory of Macau University of Science and Technology. This system adopts dynamic data-collecting technology. The GPS terminals in 140 vehicles send data of the position and the speed of vehicles to the lab server in every 1 minute. The received data are saved in MySQL database. By calculating the arithmetic mean of the speed data in every last 3 minutes, we get the average real-time speed of vehicles in the road. So, we get 60 speed data totally that are calculated in every 1 minute between 14:00-15:00.

B. Traffic forecasting

To evaluate the performance of the GNN-FOA model for short-term traffic forecasting, the time series data from 14:00 to 15:00 were divided into two sub-sets. The first subset of the time series data, namely training data, collected from 14:00-14:50, were used for training the GNN-FOA model, the second sub-set of that, namely test data, collected from 14:51-15:00, were used to evaluate the generalization capability of this model. Whether training or evaluating, this model selects a time series data with equal dimension to predict the next data. The so-called equal dimension means, for a time series data, after predicting one traffic speed data, a new datum is added to the sequence at the end, meanwhile the oldest datum from the head of the sequence is take out, which results a new time series data with same dimension is generated to forecast the next traffic speed data. For example, using a time series data \( \{ x^{(0)}(k), x^{(0)}(k+1), \ldots, x^{(0)}(k+4) \} \), the GNN-FOA model predicts the value after one sampling times (i.e., 1 minutes) \( x^{(0)}(k+5) \). In the next steps, the first data is always shifted to the second. It means that the model uses a time series data \( \{ x^{(0)}(k+1), x^{(0)}(k+2), \ldots, x^{(0)}(k+5) \} \) to forecast the value of \( x^{(0)}(k+6) \). In this way, the new superseding the old, forecasting one by one, all need prediction results can be obtained. In this paper, the dimension of the time series data is set to 5. This means there are 45 and 10 pieces of speed data to train and validate the GNN-FOA model, respectively.

In the GNN-FOA model, a time series data with 5 data are first selected to generate a new sequence by accumulated generating operation (AGO). The new sequence is used as the input data of BPNN. According to the number of input and output data, the structure of BPNN is decided as \( 5 * N_{\text{hidden}} + 1 \). Since the node number of hidden layer \( N_{\text{hidden}} \) is not the goal of this paper, we use one method recommended in [31], where \( N_{\text{hidden}} \approx \log_2(N_{\text{tr}}) \) with \( N_{\text{tr}} \) be the number of training data. As mentioned above, \( N_{\text{tr}} \) is equal to 45, so \( N_{\text{hidden}} \) is 6 in this case, i.e., \( \log_2(45) \approx 6 \). Based on the structure of BPNN, the number of fruit fly swarm in FOA is set to 43. The maximum number of iterations is predefined as 100. The population size of swarm is set to 20. The initial swarm location range is \([-1, 1]\), the random fly distance and direction range is \([-10, 10]\). Fig. 4 shows the iterative RMSE trend of the GNN-FOA model for searching optimal parameters. After 100 times of iterative evolution, the convergence can be seen in generation 22 and the RMSE value is 0.6159. We use the optimum obtained by FOA as the initial parameters of BPNN, and then train again the optimized BPNN based on training data. The trained BPNN is used to forecast the last 10 data.

Fig. 3. The flowchart of the GNN-FOA model.
Finally, we deal with the output 10 data of neural network by inverse accumulated generation operation (IAGO) to get the prediction value we need.

C. Evaluation and comparison

The performance of the GNN-FOA model is compared with the following models.

1) The single GM(1,1) model. Like the GNN-FOA model, the GM(1,1) model is built by using a time series data with 5 data and applying the equal dimension. But, due to no requirement of training neural network, the GM(1,1) model takes a time series data start from 14:46 to build grey model and forecast one data. This model iterates 10 times, then gives the last 10 speed forecasting results.

2) The single BPNN model. The structure and parameters of BPNN are identical to those of GNN-FOA. For instance, adopting $5 \times 6 \times 1$ neural network, using Tansig as the transfer function between input layer and hidden layer, and applying Pureline for output layer. However, unlike GNN-FOA, the initial neurons connection weights of the single BPNN model are set to stochastic real number belonging to $[-1, 1]$.

3) The grey neural network (GNN) model. As mentioned above, the GNN model has three basic parts: a grey layer, a back-propagation neural network (BPNN), and a white layer [26]. The grey layer executes accumulated generating operation (AGO) to initialize input data.

These new data generated by AGO are then feed into BPNN. Finally, the white layer inverses accumulated generation to the output data of BPNN. Therefore, the prediction value we need is obtained. The parameters used in GNN are identical to those used in GNN-FOA, except that there is no optimization in GNN by FOA.

4) The grey neural network with particle swarm optimization (GNN-PSO) model. Its structure is the same as that of the GNN-FOA model. The parameters are used in the GNN-PSO model as follows: the dimension of search space in PSO is 43, the population size of swarm is 20, the maximum number of iterations is 100, $\omega$ is set to 0.8 and the training errors are below 10%.

All the five models for short-term traffic forecasting execute in the same environment which includes Matlab 7.0 and the computer with the Intel(R) Core(TM) i5-4200U 1.6 GHz CPU, 4 GB RAM and Windows 7 professional system. The training time of the five models, i.e., GNN-FOA, GM, BPNN, GNN, GNN-PSO, is 36s, 2s, 11s, 62s, 47s, respectively.

The comparisons of forecasting results

<table>
<thead>
<tr>
<th>Time</th>
<th>Actual data</th>
<th>GNN-FOA Result</th>
<th>GNN-FOA Error(%)</th>
<th>GM Result</th>
<th>GM Error(%)</th>
<th>BPNN Result</th>
<th>BPNN Error(%)</th>
<th>GNN Result</th>
<th>GNN Error(%)</th>
<th>GNN-PSO Result</th>
<th>GNN-PSO Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:54</td>
<td>27.95</td>
<td>26.03</td>
<td>6.87</td>
<td>28.209</td>
<td>0.93</td>
<td>38.172</td>
<td>36.57</td>
<td>30.374</td>
<td>8.67</td>
<td>29.215</td>
<td>4.52</td>
</tr>
<tr>
<td>14:55</td>
<td>21.75</td>
<td>21.844</td>
<td>0.43</td>
<td>22.635</td>
<td>1.31</td>
<td>32.752</td>
<td>50.58</td>
<td>25.243</td>
<td>16.06</td>
<td>23.128</td>
<td>3.64</td>
</tr>
<tr>
<td>14:58</td>
<td>15.80</td>
<td>11.067</td>
<td>29.96</td>
<td>12.244</td>
<td>22.51</td>
<td>7.9807</td>
<td>49.49</td>
<td>8.387</td>
<td>46.92</td>
<td>10.055</td>
<td>36.36</td>
</tr>
<tr>
<td>15:00</td>
<td>10.76</td>
<td>10.799</td>
<td>0.36</td>
<td>11.893</td>
<td>10.53</td>
<td>11.748</td>
<td>9.18</td>
<td>12.351</td>
<td>14.78</td>
<td>12.469</td>
<td>15.89</td>
</tr>
</tbody>
</table>

Fig. 4. The iterative RMSE trend of the GNN-FOA model for searching optimal parameters.

Fig. 5. The forecasting results of GNN-FOA, GM, BPNN, GNN, GNN-PSO models.
To investigating the viability of short-term traffic forecasting models, several performance measures have been applied in the previous studies. In this paper, the mean absolute percentage error (MAPE) and the mean square error (MSE) [19] [32], shown as Eqs. (14) and (15), are used as the measures for comparison in these forecasting models. MAPE and MSE respectively reflect the mean prediction accuracy and stability. The smaller MAPE is, the more accurate the prediction is. Similarly, the smaller MSE is, the more stable the prediction is.

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}(i) - y(i)}{y(i)} \right| \quad (14)
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}(i) - y(i))^2 \quad (15)
\]

where \( y(i) \) is the actual value at the \( i \)th time interval, \( \hat{y}(i) \) is the forecasted value at the \( i \)th time interval, and \( n \) is the total number of the forecasted value.

Table II summarizes the results of MAPE and MSE values obtained by the five models, i.e., GNN-FOA, GM(1,1), BPNN, GNN and GNN-PSO. It can be seen that the MAPE value of GNN-FOA (9.89%) is the lowest, and decreases 62.23%, 50.89%, 43.52%, 32.28% compared to that of GM(1,1), BPNN, GNN and GNN-PSO, respectively. This implies that the GNN-FOA model can improve the accuracy of forecasting short-term traffic speed. Furthermore, as shown in Table II, the MSE value of GNN-FOA, GM(1,1), BPNN, GNN and GNN-PSO, is 7.64, 38.73, 18.34, 15.09, 9.28, respectively. This indicates that GNN-FOA is more stable than other four models in short-term traffic forecasting. In a word, the results of MAPE and MSE show that the proposed hybrid model GNN-FOA has the higher prediction accuracy and stability among the five models.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>GNN-FOA</th>
<th>GM</th>
<th>BPNN</th>
<th>GNN</th>
<th>GNN-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE (%)</td>
<td>9.89</td>
<td>26.18</td>
<td>20.13</td>
<td>17.5</td>
<td>14.6</td>
</tr>
<tr>
<td>MSE</td>
<td>7.64</td>
<td>38.73</td>
<td>18.34</td>
<td>15.09</td>
<td>9.28</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

An accurate and stable short-term traffic forecasting model is very important for transportation systems. However, after the investigation on most of short-term traffic forecasting models, we find four issues: (i) a great deal of history data; (ii) the non-linear characteristic of traffic data; (iii) the slow speed of convergence; (iv) great parameters and complex structure. To address these issues, this paper proposed a new hybrid model combining grey neural network and fruit fly optimization algorithm, namely, GNN-FOA, for short-term traffic forecasting. In this proposed model, the FOA is used to select the appropriate parameter value of the GNN model, thereby improving the accuracy and stability of forecasting model. The proposed model can be divided into three stages. In the first stage, the original traffic data are initialized by AGO in grey model to generate a new data sequence which is input into a BPNN. In the second stage, the BPNN is optimized by the FOA algorithm. In the third stage, the data output from the optimized BPNN are processed by IAGO in grey model, thus the predicted values are obtained. To evaluate the performance of the GNN-FOA model, it is used to predict short-term traffic speed on Babosa road in Macao. The experimental results show: (i) the optimized GNN models, such as GNN-FOA and GNN-PSO, outperform the single GM(1,1) model, the single BPNN model, the combined model of them, i.e., the GNN model, in short-term traffic forecasting; (ii) compared with the GNN-PSO model, the training time of the GNN-FOA model is shorter and the values of MAPE and MSE are both smaller, which means the GNN-FOA model has better performance than the GNN-PSO model on short-term traffic forecasting. Of course, like most studies, the structure of GNN-FOA, such as the dimension of the time series data input into BPNN and the number of hidden nodes, is required to be pre-defined and fixed, which can not guarantee the optimal one will be obtained. How to optimize the structure of GNN-FOA with respect to time is left for our future work.
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