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Abstract—For the requirements of the real-time fault
diagnosis and optimized monitoring of the polymerization
kettle, a large key device of polyvinyl chloride resin (PVC)
production process, a fault diagnosis strategy of polymerization
kettle based on support vector machine (SVM) is proposed.
Firstly, a mapping between polymerization process datum and
the fault mode is established by analyzing the production
technology of PVC polymerization process. Then the cuckoo
search (CS) algorithm is used to optimize the penalty factor
and kernel function parameters of SVM. After optimizing the
SVM parameters by CS algorithm, the fault pattern
classification of polymerization kettle equipment is to realize
the nonlinear mapping from symptom set to fault set according
to the given symptom set. Finally, the fault diagnosis
simulation experiments are conducted by combining with the
industrial on-site historical datum of polymerization kettle and
the results show that the CS - SVM fault diagnosis strategy is
effective.

Index Terms—polymerization kettle equipment, fault
diagnosis, support vector machine, cuckoo search algorithm

I. INTRODUCTION

OLYVINYL chloride (PVC) is one of the five largest
thermoplastic synthetic resins, and its production is

second only to the polyethylene (PE) and polypropylene
(PP). PVC is a kind of general colophon, which is good
in quality and is widely used. It has good mechanical
properties, ant chemical properties and it is
corrosion-resistant and difficult to burn [1]. With vinyl
chloride monomer (VCM) as a raw material, the
suspension method to produce polyvinyl chloride (PVC)
resin is a kind of typical batch chemical production
process. PVC polymerization process is a complex
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control system with muti-variable, uncertain, nonlinear,
and strong coupling. Polymerization kettle is the key
equipment of the PVC production process, where vinyl
chlorides go on the polymerization reaction to generate
polyvinyl chloride [1]. Whether the polymerization kettle
can run steadily is directly related to the working
conditions of the PVC production device. On the other
hand, the motor, reducer, and machine seal are key
equipment to ensure that the polymerization kettle device
runs normally. Once they failed to work, the serious
losses will be brought to the PVC polymerizing process.
Therefore, the earlier diagnosis of the fault type and
location of polymerization kettle can avoid the huge
economic losses which are caused by the parking of
polymerization kettle, which has the important practical
significance to improve the product quality and reduce
the production costs [2].

Support vector machines (SVM) is a new pattern
recognition method developed based on the statistical
learning theory, which is also a reflection in reality of the
structural risk minimization thought of the statistical
learning theory [3-4]. The basic idea of SVM is that the
input space is transformed into a higher dimensional
space by the nonlinear mapping to obtain the optimal
separating hyper-plane in the new space. It exhibits many
unique advantages in solving the problems of small
samples, nonlinear and high dimensional pattern
recognition [5-6]. For effectively improving the
efficiency and accuracy of automotive systems fault
diagnosis, a motor fault diagnosis method based on SVM
optimized by the particle swarm optimization (PSO)
algorithm is put forward [7]. The PSO algorithm is used
to optimize the SVM with the multilevel binary tree
structure in order to realize the fault classification. In
order to realize the intelligent fault diagnosis of motor
bearing, the artificial bee colony (ABC) algorithm is used
to optimize the SVM parameters [8]. The artificial fish
swarm algorithm (AFSA) is used to optimize the SVM
parameters. The simulation experiments results on the
hydro-logical forecast field show that the training speed
of the proposed method is better than the standard SVM
[9].

In this paper, a fault diagnosis strategy of the
polymerization kettle based on SVM optimized by the
improved CS algorithm is proposed. The simulation
results show the effectiveness of the proposed fault
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diagnosis strategy. The paper is organized as follows. In
section 2, the technique flowchart of the PVC
polymerization process is introduced. The support vector
machine is presented in section 3. In section 5, the SVM
fault diagnosis method of polymerization kettle
optimized by improved CS algorithm is introduced. The
simulation experiments and results analysis are
introduced in details in section 5. Finally, the conclusion
illustrates last part.

II. POLYVINYL CHLORIDE (PVC) POLYMERIZATION

PROCESS

A. Technique Flowchart

Four methods (suspension polymerization, emulsion
polymerization, bulk polymerization and liquor
polymerization) are usually used in the PVC
polymerization process of. Among them, the suspension
polymerization is one of the most widely used methods.
The typical technique process of PVC polymerization
kettle is shown in Figure 1 [2]. In PVC polymerization
process, various raw materials and additives are added to
the reaction kettle, which are full evenly dispersed under
the mixing action. Then the suitable amounts of the
initiators are added to the kettle and start to react. The
cooling water is constantly poured into the jacket and
baffle of reaction kettle to removing the reaction heat.
The reaction will be terminated and the final products are

obtained when the conversion ratio of the vinyl chloride
(VCM) reaches a certain value and a proper pressure drop
appears. Finally, after the reaction completed and VCM
contained in slurry separated by the stripping technique,
the remaining slurry is fed into the drying process for
dewatering and drying.

B. Information Table of Fault Diagnosis System

The proposed fault diagnosis system it applied a
certain 70 M3 polymerization kettle from a large chemical
company with the measured data. The main parameters of
the polymerization kettle fault diagnosis are shown in
Table 1. It can be seen form Table 1 that the main
parameters of polymeric kettle include stirring speed
(r/min), stirring electric current (A), polymeric kettle

pressure (MPa), polymeric kettle temperature (℃),

mechanical seal pressure (MPa) and mechanical seal

temperature (℃). These six parameters of polymerization

kettle are respectively noted as a , b , c , d , e and
f. The motor fault, shaft seal fault, the damage of sealing
components and the running smoothly are respectively
represented by 1, 2, 3 and 4. Large amounts of on-spot
data are collected from the PVC polymerization kettle as
input samples and testing samples of the neural network
fault diagnosis system. The history working data of
polymeric kettle are shown in Table 2.

Fig. 1 Technique flowchart of polymerization kettle.
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TAB. 1 MAIN PARAMETERS OF POLYMERIZATION KETTLE

Parameters Symbol Parameters range Fault type

Stirring speed r/min 45r/min~98 r/min Motor fault

Stirring electric current A 120A~175A Motor fault

Polymerization kettle pressure MPa 0.8MPa~1.3MPa Shaft seal fault

Polymerization kettle temperature ℃ 50℃~69℃ Shaft seal fault

Mechanical seal pressure MPa 0.8MPa~1.5MPa Damage of sealing components

Mechanical seal temperature ℃ 55℃~80℃ Damage of sealing components

TAB. 2 HISTORICAL DATA OF POLYMERIC KETTLE

Sample
Historical datum of polymerizer

Diagnosis type
a b c d e f

1 56.71 128 1.90 54.96 0.98 58.84 2

2 56.67 160 0.82 55.16 0.98 60.75 4

3 113 128 0.86 54.51 0.97 58.75 1

4 56.67 136 0.80 54 2.6 58.75 3

5 56.75 192 0.82 55.13 0.99 59.36 1

6 56.77 137 0.82 79 1 59.52 2

       

380 56.48 146 0.83 55.49 1 109 3

III. SUPPORT VECTOR MACHINE

Support vector machine (SVM) is a new kind of
machine learning method based on statistical learning
theory (SLT) [10]. SVM obtains the optimal promotion
ability for unknown sample classification by constructing
the optimal hyper-plane, which transforms the
hyper-plane optimization into a dual problem of solving
the convex quadratic programming (CQP) problem and
obtain a global unique optimal solution [11-12].

SVM is a supervised learning method. Suppose the
linear separable samples are (x1, y1), (x2, y2), …, (xn, yn),

x∈Rd. y∈{+1,-1} is the category label. The objective

function, the constraint conditions and the optimal
classification function of SVM are respectively described
as follows.
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where )(Q is the objective function, )(xf is the

optimal classification function, *
i is the Lagrange

multiplier for the ith support vector, b* is the
classification threshold calculated by any support vector
and sgn (·) is the symbolic function.

For the nonlinear (linear inseparable) problem, the
input space is mapped to a high-dimensional feature
space through the proper nonlinear transformation. In this
space the optimal function is constructed to make the
defined risk function minimal. Based on the Mercer

theorem, the mapping  and the kernel function

),( ji xxK exists to make )()(),( jiji xxxxK   . Then

the optimal hyper-plane in the high-dimensional space Z
is solved. In other words, the optimal classification
function is determined by selecting the proper kernel
function to maximize the objective function parameters.

If it is still inseparable in high dimensional space, the
standard C-support vector machine (C-SVC) with
nonlinear soft interval having the slack variables and
penalty factor is adopted to realize the correct classifies.
This classifier allowed a certain classification error (soft
interval) exists. In order to enhance the promotion
capacity, the concept of the soft edge optimal hyper-plane
is introduced. That is to say a non-negative variables

0i is introduced, so the constraint condition is

relaxed as follows.
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where ξi≥ 0 is the slack variable, C is the penalty factor
for a comprehensive consideration of the minimum
wrong classification of samples and the largest
classification interval. According to the Lagrange method,
the original problem is transformed into the following
dual problem to be solved.
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The accordance discriminator function described in Eq.
(3) can be changed as follows.

)),(sgn()( bxxKyxf ii
i

i   (7)

Now the commonly used inner product kernel
functions includes the polynomial function (PF), the
radial basic function (RBF) and the sigmoid function, etc.
The different kernel function is in corresponding to the
different support vector. In this paper, the RBF is adopted
shown as Eq. (8).
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where, x is the input vector, x is the support vector (i = 1,

⋯ , s), s is the number of support vectors and  is the

width of kernel function.
Vapnik found that the kernel parameter  and error

penalty factor C are the key factors affecting the SVM
performance. The kernel function parameters  mainly
affects the distribution complexity of the sample data in
high dimensional feature space. While the effect of error
penalty factor C is to regulate the proportion of the
confident range of machine learning and experience risk
in the certain feature space. The SVM model based on the
swarm intelligence optimization algorithms (such as
genetic algorithm, particle swarm algorithm, etc) is
widely used in the fault diagnosis systems [13-14. In this
paper, the SVM model parameters (  and C) are
optimized by the improved CS algorithm.

IV. SVM FAULT DIAGNOSIS METHOD OF

POLYMERIZATION KETTLE OPTIMIZED BY IMPROVED CS
ALGORITHM

A. Basic Principle of Cuckoo Search Algorithm

Cuckoo search (CS) algorithm is proposed based on
the magical natural phenomenon and an artificial
processing [15-16], which is mainly based on cuckoo's
nest - parasitic propagation mechanism and the Levy
flights search principle. This simulation algorithm is one
of the latest available heuristic algorithms inspired by
nature. In nature, the cuckoo seeks bird's nest location in
a random way or a way that similar to the random way.
Firstly, in order to imitate the mode that the cuckoo seeks
the optimal nest, three ideal states are supposed [17-18].

(1) The cuckoo selects bird's nest location randomly
and only lays one egg each time.

(2) The best bird's nest location is chosen from a group
of random selected bird's nests and reproduced to the next
generation.

(3) The size n of the bird's nests is fixed. Suppose
the probability of a nest master finding eggs are not its

owns is [0,1]ap  .

Based on the above conditions, the procedure of CS
algorithm steps are described as follows.

Step 1: Initialize settings. N bird's nest location
0 0 0

0 1 2( , , , )NX x x x  are generated randomly, which are

put into fitness function to conduct the select operator.
The optimal bird's nest location can be chosen, which
will be reproduced to the next generation.

Step 2: Search the bird's nest locations. By calculating
and updating the locations by using Eq. (9), the nest
location of the next generation begins to be searched to
get a new group of bird's nest locations, and then they are
brought into the fitness function. The more optimal nest
location is selected to enter the next step by comparing it
with the bird's nest location of previous generation.

( 1) ( )t t
i ix x levy     ， 1,2, ,i n  (9)

Step 3: Bird's nest location selection. The probability

of the host discovering alien eggs 0.25ap  is compared

with the random number [0,1]r , which complies with

the uniform distribution. If ar p ,
1t

ix


is be changed

randomly, otherwise, it remains fixed. The fitness of the
bird's nest location having been changed is calculated,
then it is compared with the optimal bird's nest of
previous generation. The optimal bird's nest location

1 2( , , , )t t t
t NX x x x  is recorded. Finally, the optimal nest

location
*
tpb is selected.

Step 4: Accuracy or iterative judgment. Judge whether
*( )tf pb achieves the target accuracy or the terminating

conditions of iteration is satisfied. If it meets the

requirements,
*
tpb is the global optimal solution gb ,

otherwise
*
tpb is kept to the next generation, return to
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Step (2) and continue the iterating and updating process.
According to the above four steps, the CS algorithm

not only uses the Levy flight search method (global
search) but also introduce the elite reserved strategy
(local search), which makes the CS algorithm owns the
global and local search abilities. The purpose of the step
(3) fed into CS algorithm is to increase the diversity of
solutions, which will prevent the algorithm from falling
into the local optimum and make it achieve the global
optimal.

Levy flight in the CS algorithm has the character of
strong randomness. Broadly speaking, the Levy flight is a
random walk, whose step size complies with the Levy
distribution, while whose direction of walking is the
uniform distribution. The step length vector of CS
algorithm is determined by Mantegna rule with the
characteristics of Levy distribution. In Mantegna rule, the
step size s is designed as follows.

/1
v

u
s  (10)

where u and v comply with the normal distribution,
which can be expressed as follows.
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In this paper, the extraction method of direction
complies with the uniform distribution. The search model
of the CS algorithm is the Levy flight. For instance, the
i th cuckoo in the t th generation produces the solution

of the next generation
1t

ix


, which is described as

follows.

1 ( )t tx x Levy
i i

     (14)

where  is the point to point multiplication. The step

size ( )Levy  complies with the random walk of Levy

distribution, which can be expressed as follows.

~Levy u t  ， (1 3)  (15)

The Mantegna rule is used to calculate the specific step
size. In Eq. (14),  is the step size controlled variable,
which is mainly used to control the direction and size of
the step.

( /10)O L  (16)

where L is the size of the search space for optimization
problem.

Thus some new solutions are generated gradually to
achieve the optimal solution through the Levy flight

walking around the optimal solution, which can speed up
local search. On the contrary, some part new solutions are
far from the current optimal solution, which is randomly
generated by deviating from the remote location. The
main purpose of these solutions is to ensure that the
system does not fall into the local optimal solution.

The parameters of CS algorithm include the step length
control variable  , the scale of bird's nest group n and

the detection probability ap . The size of the search

space has influence on the value  . For instance, if the
search space is relatively small and the search step length
is very big, it is easy to ignore the space region that
contains a relatively optimal solution. At this time, the
step length control variable  will be used. The specific
extraction method of  is related to the dimensionality
of the search space. If the search space is determined, the
value of step length control  is fixed. In principle, the
bigger the bird's nest group scale, the faster the search
speed. A large numbers of simulation experiments prove
that when the value of bird's nest group is 15 ~ 40n 

and 0.25ap  , most of the optimization problems can be

solved effectively. Once the nest group scale n is fixed,

the detection probability ap is an important parameter

for balancing the local and the global search and the
elitist selection. Therefore, the CS algorithm has many
good characteristics, such as the little parameters, the
strong global optimization ability.

Markov chain definition: a random process

 ,nX n T ,  0,1,2,...T  ,  0,1, 2,...I  . If n T  ,
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Then  ,nX n T is called as a Markov chain. It can

be seen from the above definition:
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It can be seen that once the initial distribution of the

Markov chain 0 0( )P X i is given, its statistical

properties will be entirely determined by the conditional

probability 1 1( | )n n n nP X i X i   .

B. Improved Cuckoo Search Algorithm

Though the CS algorithm has stronger global search
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ability, if the detection probability ap is fixed, both the

better solution and the worse solution will be replaced

with the probability ap . If ap is relatively small, it will

affect the convergence speed of current worse solution. If

ap is relatively big, it is difficult for the better solutions

converge to the optimal solution [19-20]. Aiming at the
above shortcomings, a dynamic method is adopted to

adjust the detection probability ap and make ap

change according to the current states of the overall
solutions. In addition, in order to find the optimal
solution effectively in the search space and improve the
accuracy, three improved CS algorithm are proposed to
balance the global convergence and local convergence.

1) Dynamic Detection Probability ap

In order to adapt to the searching characteristic of CS
algorithm, all the values that have been searched are
compared with the optimal value in the beginning, which
requires the step of bird's nest location is very big. With
the number of iteration increasing, a growing number of
bird's nests are becoming more and more close to the
optimal value. At this time, the change rate of bird's nest
location is more and more tiny. So the dynamic detection
probability shown in Eq. (19) is adopted.

.max .min ( 1)
1

a a
a IterNum

IterNum

p p
p p

p


  


(19)

where .maxap is the maximum detection probability,

.minap is the minimum detection probability, IterNump is

the current iteration number and maxIterp is the maximum

iteration number.

2) Improvement of the CS Algorithm

In nature, most of creatures not only use Levy flight
but also combine other flight patterns. For example, a
shark is accompanied by a Levy flight with the brown
characteristic in its foraging process, which can improve
the searching efficiency and lively of this algorithm. In
this algorithm, the "cognitive part", "social part" and
"ring topology part" are introduced in Levy flight, which
can be expressed as follows.

( ) ( )
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( 1) ( )
4

t t
i tx x R a   (21)

where 1bN is the individual best position of each bird's

nest; gbN is the global best location of all the bird's nest;

( )rN i is the i th bird's nest position for a ring topology;

1R ， 2R ， 3R and 4R respectively complies with the

uniform distribution. If the number of bird's nest group is

5n  , the corresponding bird's nest number is ( 1N ， 2N ，

3N ， 4N ， 5N ). If the bird's nest number with the ring

topology is 3r  , the corresponding ring topology

respectively are ( 1N ， 2N ， 3N )，( 2N ， 3N ， 4N )，( 3N ，

4N ， 5N )，( 4N ， 5N ， 1N ) and ( 5N ， 1N ， 2N ).

3) Improvement of Levy Flight Method in CS Algorithm

In the standard CS algorithm, the most simple method
to calculate Levy flight is described as follows.

1/

u
s

v


 (22)

where  is a parameter to control the random process,
s is a random variable and u complies with the

2(0, )uN  distribution, in which:
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where v compiles with the (0,1)N distribution and
( )  is the Euler function.

For the bigger random variables, this method has an
excellent levy flight characteristic. But for the smaller
random variables, this characteristic is not obvious.
Therefore, a method put forward by Leccardi M is
adopted to improve the Levy calculation method in CS
algorithm, which is described as follows.
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w K a s
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where a is the exponent parameter, w is the

independent random variable and ( )C a is the pending

optimal value.
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The relationship between ( )K a and ( )C a is

described as follows.
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where q is the integral variable. Then the Levy
distribution is described as follows.

1/

1/
1

1 n
a
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i

z c w
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where c is the scaling factor and iw is a component

of w .
Based on the above discussion, the flowchart of the

improved cuckoo algorithm (ICSA) is shown as Figure 2.

C. SVM Optimized by Improved CS Algorithm

The kernel function used in SVM is the RBF kernel
function, which has two very important parameters (the
kernel function parameter  and the penalty factor C ).
 has a great influence on the RBF kernel function and
the kernel function has a great influence on SVM, which
mainly affects the complexity of sample data distributing
in subspace. The penalty factor C mainly determines
the confidence interval range of data subspace when
adjusting learning machine. The flowchart of the
improved CS algorithm based SVM is shown in Figure 3.
The algorithm procedure is described as follows.

Step 1: Initialize the parameters of CS algorithm,
generate the bird's nests randomly and set up the eggs’
detection probability.

Step 2: Initialize the cuckoo species and the position of
each cuckoo laying eggs. Select the optimal bird's nest
location by the calculated fitness and reserve it to the
next generation.

Compare with the previous 
generation bird nests location and
obtain a set of more superior bird 

nests locations

Initialize  parameters, randomly
generate n bird nests

Using a levy flight to obtain  new 
locations of bird nests

Retain or change the birds nest 
locations through dynamic 

detection probability

Update the birds nest locations and 
find out the current optimal bird 

nests

Satisfy the termination 
conditions?

Output optimum 
solution

Yes

No

Retain optimal bird nest location of
previous generation and update 

locations of all bird nests

Fig. 2 Flowchart of the improved cuckoo search algorithm.

Fig. 3 Flowchart of SVM optimized by improved CS algorithm.

Step 3: Train SVM for each iteration and calculate the
error precision. When the requited precision or the
iterations is reached, the optimal parameters of C and
 are obtained to be used to realize the optimized SVM.

Step 4: Otherwise, when it does not reach the required
iterations or precision, return to the previous step,
reselect the bird's nest locations and update the nest
location.

Step 5: Repeat from the Step 2 to the Step 4 until the
termination conditions are met (reach the maximum
iteration number or meet the precision requirement).

Step 6: Finally, the optimized the penalty factor C

and the kernel function parameter  is used in the SVM
classifier.

V. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS

The parameters of CS algorithm are initialized as
follows. The initial population of CS algorithm is 40, the
initial positions are generated randomly. The probability
of finding eggs is 0.25, the precision requirement is
0.00001, the initial penalty factor C is 1 and the
parameter  is 0.1. In the fault diagnosis system, 380
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groups of sample data are divided into 8 parts, in which
the 7 sample sets have 47 samples and the last sample set
has 51 samples. The 8-fold cross-validation is adopted in
this paper, that is to say one sample set is selected
randomly as the testing sample set and the other 7 sample
sets are selected as the training samples. Eight times
training simulation experiments are carried out. The
diagnosis results are shown in Figure 4 and Table 3.
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Fig. 4 Comparison of diagnosis accuracy rate.

TAB. 3 FAULT DIAGNOSIS RESULTS

Sample Method C  Accuracy
ratio (%)

1

SVM 21.56 0.76 87.23

CS-SVM 34.45 0.90 95.74

ICSA-SVM 70.50 0.81 97.87

2

SVM 52.84 0.75 91.49

CS-SVM 63.86 0.59 95.74

ICSA-SVM 164.42 1.54 100

3

SVM 54.12 1.98 89.36

CS-SVM 75.98 1.24 100

ICSA-SVM 86.45 0.57 100

4

SVM 34.75 0.76 87.23

CS-SVM 37.45 1.92 93.62

ICSA-SVM 153.42 0.31 95.74

5

SVM 86.41 1.87 85.12

CS-SVM 95.86 1.64 97.87

ICSA-SVM 129.26 0.98 100

6

SVM 29.45 1.75 91.49

CS-SVM 33.56 1.45 95.74

ICSA-SVM 55.87 0.85 97.87

7

SVM 54.86 1.86 95.74

CS-SVM 68.45 1.68 97.87

ICSA-SVM 99.78 1.35 100

8

SVM 36.45 1.15 92.17

CS-SVM 44.75 1.32 96.07

ICSA-SVM 117.41 1.54 100

The average of accuracy rate under three diagnosis
methods are 89.98%, 96.58% and 98.94% respectively.
Then 300 groups samples are selected randomly as the
training samples and the rest 80 groups’ samples are
treated as the test samples.

The simulation experiments results are shown in
Figure 5 - Figure 7. In Figure 5, among 80 groups test
samples, 9 samples are diagnosed falsely and the
diagnosis rate is 88.75%. In the similar way, four samples
are diagnosed falsely and diagnosis rate is 95% in Figure
6. In Figure 7, only one sample is diagnosed falsely and
diagnosis rate is 98.75%. Through the validation of two
methods, the support vector machine (SVM) optimized
by the improved cuckoo algorithm (ICSA) has a better
diagnosis accuracy. The 10-fold cross-validation adopted
in this paper is more convincing than only a single
experiment.
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Fig. 5 Comparison of diagnosis results based on SVM.
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Fig. 6 Comparison of diagnosis results based on SVM optimized by CS
algorithm.
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Fig. 7 Comparison of diagnosis results based on SVM optimized by
improved CS algorithm.

VI. CONCLUSION

A fault diagnosis strategy of polymerization kettle
based on SVM is put forward in this paper. Fault data are
classified through SVM optimized by CS algorithm.
Combining with the industrial site historical datum of
polymerization kettle, the simulation experiments of fault
diagnosis are conducted. The results show that the SVM
fault diagnosis strategy proposed is effective.
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