
 

 
Abstract—Time series forecasting is recognized as 

challenging research issue from all temporal data aspects, 
traditional machine learning algorithms are unable to satisfy 
the demands of practical prediction applications of time series 
data. To deal with noise and concept of non-linear pattern in 
series data, we propose hybrid prediction model based on 
linear combination method to perform the ensemble of 
backpropagation neural networks (BPNN), support vector 
regression (SVR), and integrated auto-regressive moving 
average (ARIMA) individual predictors in this paper. Equal, 
inverse MSE, variance-covariance (VACO), and rank methods 
are used to estimate weight for participating predictors. 
Experiments on actual datasets Euro/Sudanese pound 
exchange rate demonstrate the performance of the hybrid 
algorithm in terms of prediction accuracy, weight estimation, 
and combination efficiency. The prediction accuracy is further 
improved by combining the base predictors based on their 
linear weights. The results indicate that the proposed hybrid 
models based on VACO yield better accuracy results compared 
to the best individual predictors and other hybrid models. 
Though, the linear method can be utilized as optimal 
combining methods to achieve more significant forecasting 
accuracy. 
 
Index Terms—Financial Time Series, Linear Combination 
Scheme, VACO, Rank Weight, Inverse MSE, Exchange Rate. 

I. INTRODUCTION 

urrently, financial time series (FTS) data characterize 
with nonlinear and uncertain behavior which modify 
crosswise the time. Therefore, the importance of 

solving highly nonlinear and time variation complications 
have been overgrowing. Above problems besides other 
defects of traditional models affected increasing 
consideration in machine learning methods [1]. Currency 
Exchange Rate (CER) is exposed at the highest of the 
challenging research in FTS field [2]. Even so, traditional 
statistical models for instance, ARIMA model [3] unable to 
capture the complexity and non-stationary pattern of non-
linear time series [4]. Numerous researchers have presented 
innovative nonlinear techniques based on machine learning 
algorithms such as Artificial Neural Network (ANN) models 
[5]. Support Vector Machines (SVM) methods [6] and data 
mining models such as K-Nearest Neighbor (KNN)  

 
algorithm [7] to predict FTS. 

   Previous studies mentioned that combining results from 
heterogeneous models can increase forecast accuracy, this 
finding motivated by Zhang study [8]. Moreover, no 
particular method has been established to outperform others 
in all situations. Combination of forecasts has become a 
significant issue afterward Bates and Granger study [9] that 
proposed various combination methods in numerous 
financial aspects. Thus, a robust method in forecasting 
studies has been applied to combine the forecasts outcome 
from single models using several combination methods. 
This lets the concluding forecast outcome to plagiarize 
strength from the individual forecasting methods, a 
characteristic that cannot be reached by a single method, as 
mentioned in [10] and [11]. The strength of individual 
forecasting outcomes from the ARIMA, SVM and ANN 
models is motivating us in this study to explore the 
effectiveness of these models in the hybrid forecast. Instead 
of that, nonlinearity is avoidance characteristic of financial 
time series, and hence, approximating it through a linear 
model is often insufficient to be detected.  

     The ANNs algorithm is a class of promising 
alternatives to learners in this condition. ANNs increased 
varied attention in the field of FTS forecasting [12] due to 
their nonlinear, nonparametric, self-adaptive and noise-
tolerant properties as aforementioned in [13]. ARIMA 
investigated for time series data, whereas, an ANN and SVR 
model offers superior results in a surplus. SVM provided an 
alternative technique to deal with the lacks of ANNs such as 
complexity, overfitting to training data and extended 
training times [14].  

    Moreover, several researchers have proposed financial 
pricing tools using SVMs[15]. However, ARIMA model has 
been efficiently used in forecasting and time series analysis 
combined with SVM[16], a linear approach reached by 
scientists Jenkins and Box, however, less proficient in 
fitting with complicated and nonlinear time series[17]. 

The ANN recognized for its propensity to identify the 
non-linear characteristics present within the time series data. 
Similarly, the SVR models were commonly used within the 
research field of FTS forecasting [5], [18]. Additionally, It 
has been implemented in multi-layer neural networks model 
to predict exchange rate which was reached practical 
significance. However, the disadvantages of using this 
model in the case of dense time series, these series wherever 
linear model and nonlinear model at the constant time[5], 
18]. Based on that, we can conclude not acceptable to use 
non-linear models to predict the complicated time series 
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because of these models might not consider the linear 
abilities that existing in time series[19].  

Several combination methods are described in [20], such 
as least squares estimators for the weight, relative 
performance weight, minimization of the loss function, non-
parametric combination, and pooling several best predictors. 
The time-varying method is also discussed where the 
combined weight may change over time. 

Recently, Poncela et al. [21]combine several dimensional 
reduction methods, such as principal component analysis, 
factor analysis, partial least squares and sliced inverse 
regression, the forecasting results show that partial least 
squares, principal component regression and factor analysis 
have similar performances, and better than the usual 
benchmark models.  

Meanwhile, Siwek et al. [22] combine prediction results 
from neural networks using dimensional reduction 
techniques, namely principal component analysis, and blind 
source separation. The best results have been obtained with 
the application of the blind source separation method by 
decomposing the data into streams of statistically 
independent components and reconstructing the noise-
omitted time series. 

Unlike Siwek et al. [22] which use the NN for the 
individual predictor, in this study, NN is utilized not only 
for one of the individual predictors but also for forecast 
combination. Furthermore, while Poncela et al. [21] use 
dimensional reduction method in the individual predictors, 
this study employs dimensional reduction as well as feature 
selection in the forecast combination. Thus, the contribution 
of this study is the use of NN as a nonlinear method for 
combining several machine learning predictors as well as 
statistical predictors. 

In this paper, we consider a case study of Euro/Sudanese 
pound exchange rate in Sudan. Recursive out-of-sample 
from the 3rd of July of 2016 to the 1st of December 2016 
forecasts of the exchange rate is generated using the 
ARIMA, SVR and BPNN models. All the three models have 
the same data set to forecast 1-step exchange rate. The 
impression is to acquire an overview of state of the art in 
current forecasting literature and then to compare with the 
FTS problem. We present an empirical analysis of the 
combination approach in the context of FTS. 

Finally, the organized report for this paper is summarized 
as follows: Section. 2 presented materials and methods 
which is consist of a brief description of linear combination 
methods, weights estimators and accuracy measures, in 
Section. 3 describes the ARIMA, SVR and BPNN models; 
Section. 4 consist of the data set for this study; the 
experimental finding results and discussion; Section. 5 
represented the conclusion of the research and imagined 
future works. 

II. MATERIALS AND METHODS 

A.  Individual Models  

In this study, a hybrid model has proposed based on the 
combination of the autoregressive integrated moving 
average (ARIMA) model, support vector regression (SVR) 
models. Since there are many types of ANN, this study 
focused on the backpropagation neural networks (BPNN). 

B. Combination Method 

The linear combination method is used for hybrid forecast 
which calculated through a linear function of the single 
forecasts from the contributing models. Let’s, 

T
1 2 NY=[y ,y ,...,y ]  denotes the actual time series, under 

forecasted using n  models, the equation 
(i) ^ ^ ^^

(i) (i) (i) -T
1 2 NY =[ y , y ,..., y ] denoted the forecast acquired 

from the thi  model. Then, a linear combination of these n   
forecasted series of the original time series yields by 

(c) ^ ^ ^^
(c) (c) (c)

1 2[ , ,..., ] T
NY y y y  , which is given 

by
(c) ^ ^ ^^

(1) (2) (n)
k k kY =f( y , y ,..., y )"k=1,2,...,N . 

 
Where denoted the linear function of the individual 

forecasts 
^
( ) ( 1,2,...n;k 1,2,..., N)i
ky i   . Therefore, the 

final equation for linear combination becomes as:  
 

(c) ^ ^ ^ ^^
(1) (2) (n) (i)
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1
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n
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i
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(1) 

 

Where iw  denoted the weight assigned to the thi   

forecasting method.  
To guarantee unbiasedness, it is often supposed that the 

weights add up to unity. The framework of the proposed 
model is shown in (2) and Fig. 1 as follows: 

                
^^

(i)

1

n

i t
i

y w y


                                          

(2) 
 

 
Fig. 1. Proposed Hybrid Model 
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C. Weights Estimation Techniques 

 This study investigated four widely used weight 
estimation methods to assign each model contribution in the 
hybrid forecast. These methods are briefly defined as 
follows: 
 

1. Equal-Weights  
 

This method estimates the hybrid forecasts without 
attention to the historical performance of the individual 
forecasts; combined weight is allocated equally to each 

participating model. Where 

^
c
ty

 denoted the combined 

forecast at time t, where 

^
( )i
ty

  denoted the forecast from 
thi  

individual forecasting model, and (3) indicated the weight 
 

  

^
(i)

1

1 n

i t
i

w y
m 

 
                             (3)

 

of the individual forecast for the model i , and m  denoted 
the whole number of single models. Note that other forms of 
weights are possible as will be seen for the next two 
methods, but the weights have to satisfy the condition, 

1
m

i
  , 1iw  . 

 
2. Variance-Covariance (VACO) weight  

 
The VACO method determines the weight for each model 

by considering historical performance of the individual 
forecasts. This method estimates the weight for a particular 
model according to (4) as follows: 
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(4) 

Where jy
 denoted the 

thj  actual value, where 

^
i

jy
 

denoted the 
thj forecasting value from 

thi  individual 

forecasting model, and T  denoted the total number of out-
of-sample points. 

D. Inverse MSE weight  

 
This method is assigned a weight of each model by 

inverse the forecast MSE see (5) of the corresponding 
model. The Correlations across forecast errors Ignored and 
set weights relative to the inverse of the models MSE-
values, as follows: 
 

1

1

1

i
i m

i
i

MSE
w

MSE










  

(5) 

Where MSE denoted mean squared error of model  i   at the 

time t   .  

E. Rank Weights  

This method considering the historical performance of 
individual models, however, forecast models inversely to 
their rank, the best model gets the first rank, the second best 
model a rank of 2nd, etc., final weight calculated according 
to (6) as follows: 

1

1

1

i
i m

i
i

Rank
w

Rank










  

(6) 

 

F. Performance Measures 

In order to assess and compare the different estimation 
models, three performance evaluation metrics were 
considered. To evaluate models performance in this study, 
both MAPE and RMSE measures considered as error 
estimators[21] to compare the different experimental results 
for above models. The following terminology explained 

that: 1... ny y
 represents a time series, then describes 

the 
thi  predicted value, where, for i n , the 

thi   error ie
 

which is calculated as follows: 
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III. COMBINATION METHODS 

The main idea of assembling a predictive model by 
combining diverse models can be described schematically in 
Fig .1, and the basic framework of the developed combined 
forecasting model is outlined as follows. 

 Initial training data D  has m  observation and n  

features so it (m*n) . 

 Level #0: performing the tuning process to find the 
optimal model parameters (i.e., SVR model 

F(C,k,e) , ARIMA, and BPNN). Give ranks to 

each model based on error measures (7-10). 
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 Level #1: n   models (individual) that are trained on 

D using one method of training (i.e., cross-
validation). 

 Each model provides a prediction result 

ip i 1, 2,..., n
  which is then cast into a second 

level data; the predictions become features for the 
second level training data. 

 Level #2: Here we used four methods for weight 
estimation techniques in (3-6) to assign each model 
contribution in the hybrid forecast.  

 Level #3: Here we used linear combination method 
as in (1) to build the hybrid model. 

 The hybrid model in (2) can be trained on this data 
to produce the outcomes which used for final 
predictions. 

A. Case study 

 The proposed model is verified and validated with real-
world time series data sets, the daily exchange rate of the 
Euro/Sudanese pound (SDG) dataset have investigated. The 
data has a duration from the 3rd of July of 2016 to the 1st of 
December 2016. Also, consists of four variables, thus three 
dependent variables besides one independent variable. Since 
buying, selling an average exchange rate (Mid-Rate) are 
financial time series, which is a function over time, and date 
is the independent variable in this case study. 

IV. RESULTS AND DISCUSSION 

This study applied ARIMA, SVR and BPNN models as 
benchmark models in the FTS historical data. These models 
are used separately and integrated to demonstrate their 
predictability of both linear and nonlinear features in the 
series. Also, this study proposed four hybrid models based 
on rank, inverse MSE, VACO and equal weight estimation 
methods, which they intended to predict SDG next day 
closing price. To establish the validity of the evaluated 
practice further procedure prepared by comparing the 
obtained single models results with obtained results from 
the hybrid models. 

 
1. Individual Forecasting Results 

 
The individual forecasts obtained from the three 

forecasting models are generated at 1–ahead step horizons. 
To ensure consistency of proposed model with previous 
studies accurate comparison done based on relative error 
measures, the mean absolute percentage error (MAPE) and 
root mean squared percentage error (RMSE) see (8), (9), 
(10). Generally, the SVR is considered to be superior to all 
of the other models in predicting SDG-EURO exchange. 
Moreover, the correlation coefficient between SVR and 
actual data was the highest values. Time-series models 
(ARIMA) is ranked second, and the third is BPNN model. 
Also, it can be observed from figure 2,3,4 and Table I all 
individual models have generated a good forecasting results, 
the forecast values are so close to the actual values 
compared to the single predicting models. 
 
 

 
 
Fig. 2. illustrated comparison between the actual data and predicted data 
from ARIMA model.  
 

 
 

 
 
Fig. 3. illustrated comparison between the actual data and predicted data 
from SVR model.  

 
 
Fig. 4. illustrated comparison between the actual data and predicted data 
from BPNN model.  
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TABLE I SUMMARY GOODNESS OF FIT INDIVIDUAL MODELS AS OBSERVED 

VARIABLE COMPARED WITH ACTUAL EXCHANGE RATE FROM 3RD OF JULY 

OF 2016 TO THE 1ST OF DECEMBER 2016. 
 

Model MSE RMSE MAPE 

SVR 0.0167 0.1254 0.0078 

ARIMA 0.0199 0.1412 0.0147 

BPNN 0.0204 0.1428 0.0130 

Bold numbers represent the best results in individual forecasts.  

A. Weight estimation 

This step conducted after fitting individual models to 
estimate contribution weight for each model in the hybrid 
model. As presented in Table II we can observe that 
individual forecasts effected in VACO, inverse MSE and 
rank weights the best model gets the higher weight, except 
equal weight, assign values for respectively model as below: 
 

TABLE II SUMMARY OF ESTIMATED WEIGHTS VALUES FOR ALL MODELS 
 

Benchmark 
Models 

 
Weight Methods 

 Equal VACO Inverse MSE Rank 

ARIMA 0.33 0.31 0.31 0.27 

SVR 0.33 0.39 0.39 0.55 

BPNN 0.33 0.30 0.30 0.18 

 

B. Combined Forecasts Result  

This step invistigates after weight assigned respectively to 
all individual model, the linear combination method in (1) 
used to combine (ARIMA +SVR+ BPNN) in a hybrid 
model.  

The results of combining forecasts from ARIMA, SVR 
and BPNN models by using different weight methods are 
explained in Table IV and Figure 5,6,7,8 respectively. 
Similarly, Table III reports performance evaluation metrics 
values for combining methods. The hybrid model based 
variance-covariance (VACO) combining method performed 
better than both the individual models and the hybrid 
models, and also generating large reductions in RMSE of 
around 12.45% relative to overall other forecasting weights 
methods.  

However, VACO hybrid model can reduce MAPE within 
0.95% the obtained forecasting quality and results shown in 
Fig. 6 and Table III. The result indicates that the VACO 
hybrid model fitting on the (SDG-EURO) data perform well 
when measured by different evaluation metrics. Smaller 
error values mean higher forecasting accuracy. It can be 
proved that compared to the single forecasting model. The 
rank combining method performs poorly with less accuracy 
compared to other combining methods overall forecasting 
methods with 17.88% for MAPE, the obtained forecasting 
quality and results shown in Fig. 8 and Table III. Moreover, 
the predicted values obtained from rank weight method far 
away from actual values see Table IV, and this point is 
evident in model plot Fig.8.  

 
 

 
 
Fig. 5. illustrated comparison between the actual data and predicted data 
from Equal models.  

 
 
 

 
 
Fig. 6. illustrated comparison between the actual data and predicted data 
from VACO model.  

 
 

 
 
Fig. 7. illustrated comparison between the actual data and predicted data 
from Inverse MSE model.  
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Fig. 8. illustrated comparison between the actual data and predicted data 
from Rank model. 
  

 
TABLE III SUMMARY GOODNESS OF FIT HYBRID MODELS AS OBSERVED 

VARIABLE COMPARED WITH ACTUAL EXCHANGE RATE FROM 3RD OF JULY 

OF 2016 TO THE 1ST OF DECEMBER 2016. 

 
Model MSE RMSE MAPE 
Equal 0.0195 0.1397 0.0150 

VACO 0.0155 0.1245 0.0095 
Inverse MSE 0.0159 0.1262 0.0099 
Rank 1.5407 1.2412 0.1788 

   Bold numbers represent best results in combination forecasts 
 
 
 

C. Evaluation of Forecast Accuracy 

1. Comparing individual model forecasts and combinations 
 

For further analysis, the best performances of the 
individual models and combinations are evaluated 
distinguishing among the three prediction error (MSE, 
RMSE, MAPE) according to the approach followed by [21], 
all comparisons are performed from two different 
perspectives. Firstly, we compare the predictive 
performance of the best individual model (SVR) with that of 
the best combination (VACO). The results are graphically 
summarized for the whole period horizon, from Table IV, 
VACO performs well when forecasting the SDG-EURO 
data, and the MSE decreased from 1.67% of SVR to 1.55% 
VACO. Besides, MAPE increases from 0.78% of SVR to 
0.95% of VACO. This issue caused due to estimation error 
and the effects variations of the data generating process 
have on this error, also the effect of other participation 
models. In this case, the best performance is obtained with 
the forecasts combination of three models VACO and 
Inverse MSE, which outperforms the best individual model 
SVR. 
 

 
Fig. 9. illustrated comparison between the actual data and predicted data 
from for single (ARIMA, SVR, and BPNN) models. 
 

 

 
Fig. 10. illustrated comparison between the actual data and predicted data 
from for single (Equal, VACO, Inverse MSE, and Rank) models.  
 

 
TABLE IV EFFECT OF CHANGING POINTS OF ACTUAL VALUES 

OBSERVATIONS FROM JULY 2013 TO DECEMBER 2016. 

Actual 
values 

Benchmark Models Hybrid Models 

Poin
t No. 

Rate SVR ARIMA BPNN Equal VACO 
Inverse 
MSE 

Rank 

16 6.69 6.73 6.82 6.74 6.69 6.76 6.76 5.55 
21 6.81 6.76 6.84 6.79 6.73 6.79 6.79 5.58 
35 6.89 6.87 6.88 6.79 6.78 6.85 6.84 5.59 
49 6.79 6.78 6.85 6.75 6.72 6.79 6.79 5.56 
53 6.21 6.83 6.54 6.79 6.65 6.73 6.72 5.51 
66 7.16 7.08 6.92 6.97 6.92 7.00 6.99 5.71 
81 6.92 6.97 6.89 7.07 6.91 6.97 6.98 5.75 
89 7.22 7.19 7.01 7.06 7.01 7.09 7.07 5.77 
93 7.32 7.14 7.17 7.03 6.99 7.07 7.06 5.77 
100 6.50 6.91 6.91 6.97 6.86 6.93 6.93 5.73 
104 6.85 6.88 6.98 6.93 6.86 6.93 6.93 5.72 
Rative Error (%) 3.4 4.3 4.4 4.2 3.3 3.4 482.0 
Correlation 
Coefficient (%) 78.5 73.9 68.88 81.88 81.92 81.16 75.0 

Bold numbers represent best results in combination forecasts 
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TABLE V COMPARISON OF MAPE OF CANDIDATE FORECASTS AND THEIR 

COMBINATIONS ERROR FOR EXCHANGE RATE FROM 3RD OF JULY OF 2016 TO 

THE 1ST OF DECEMBER 2016. 

 
Item MAPE% 

Model 

W
ei

gh
t 

m
et

ho
d 

Equal VACO 
Inverse 
MSE 

Rank 
Singl

e 
Error 

ARIMA 0. 49 0. 30 0. 31 4. 83 2nd 

SVR 0. 49 0. 36 0. 39 9. 98 3rd 

BPNN 0. 49 0. 29 0. 30 3. 32 1st 

Combined error 1. 47 0. 95 1 18.13 - 

 
 

2. Hybrid Results Compared to Previous Literature 
In this section, the performance  of hybrid model based 

VACO compared to various models mention in literature, 
such as [8], [22], [20], [23], [24] which are explained in 
Table VI. Inside the compared error values for all models, 
the proposed model acquires the lowest MAPE, which is 
0.95%. Therefore, we can summarize that the proposed 
hybrid model outperforms compared to investigative models 
within the literature. The superior performance of the hybrid 
model (ARIMA+SVR+BPNN) result will influence each 
trend and regularity within the original time series, which 
significantly proved to enhance the financial series 
prediction with the high-accuracy rate. Besides, was against 
to conventional ARIMA, SVR and BPNN have a robust 
ability of generalization, robustness, fault tolerance and 
convergence ability. 

 
TABLE VI COMPARISON OF MAPES FORECASTING FOR SDG-EURO WITH  
MODELS IN THE LITERATURE 

 
  

Bold numbers represent best results in combination forecasts 
 

 

D. Findings from this study 

In this section, we provide some observations based on 
the experimental analysis of this study to highlight a 
significant points as follows: 

  

1. The combination method outperforms individual 
forecasts. Though, improvements in accuracy are 
adequate even if the individual forecasts are 
optimized. 

2. Combining forecasts from diverse models efficiently 
reduce the prediction errors and hence provide 
considerably increased accuracy.   

3. The combination leads to significant enhancements 
in MAPE and MSE. In such cases, the combined 
forecast can also be used as a benchmark to 
improve the accuracy of individual predictions. 

4. Proved that weight estimate method that related to 
(mean errors) selects as the best combiner from 
suggested combination methods so that it best 
hybrid in a linear architecture. 

V. CONCLUSION  

This paper evaluated and compared different combiners 
to optimize the hybrid model for time series prediction. We 
have conducted an empirical study to assess and compare 
the performance of all models using exchange rate between 
Euro/SDG datasets. The main findings of this study are as 
follows: The results confirm that individual models are not 
reliable as their performance is inconsistent and unstable 
across forecasting data. Although none of the hybrid models 
was consistently the best, many of them were frequently 
among the best models for each dataset. The hybrid with the 
linear combiner VACO was the best model when 
considering the average rank of each model across all 
performance measures. In individual forecasting models, the 
empirical results proved that, compared to benchmark 
models, the VACO model offer accurate predictions that 
dominate the forecast from the all benchmark model with 
reductions in MAPE of around 0.78% in all cases and 
overall forecasting horizons. The study also used some of 
the recently studied linear combination methods to estimate 
weights from single models. The empirical results of 
combining forecasts show that MAPE value for VACO 
method is relatively smaller than the MAPE of other 
combining methods which are in turn better than results of 
the benchmark models. The VACO model as well 
outperforms the best individual forecasting models (SVR) 
for all variables and at all forecasting horizons with sizable 
reductions in RE of around 3.4-3.3% of the RE of the best 
original forecasts. 

Based on the empirical results, we do not recommend 
using the rank weight method as it was performed worse 
than the other models across the three performance 
measures. Moreover, we do not recommend using the equal 
combiner because this method doesn’t consider individual 
performance. 

This study has contributed interesting empirical based 
insights into the application of different hybrid models in 
estimating short-term exchange rate. Future works include 
assessment of varying machine learning models with the 
non-linear combiner. In addition, interesting future research 
is to investigate ensemble learning with the best set of base 
models for heterogeneous ensembles. Another direction of 
future work is to apply hybrid learning models in other time 
series prediction problems. This work includes classification 
and regression problems of energy consumption and 
changeability prediction. 

Model Dataset Weight  
Method 

MAPE 
(%) 

Ref. 

Hybrid model 
based on 

(ARIMA/ANN)  

Exchange rate 
(British pound/US 

dollar)  

N/A 4.99 [8] 

Hybrid model 
based on  

FLANN-KR 

Exchange rate (US/ 
British Pound) 

Kernel 1.15 [22] 

Hybrid model 
based on NLICA-

BPN model 

Shanghai B-Share 
stock index 

NLICA 0.95 [20] 

Hybrid model 
based on SVR– 

MFA 

Electrical load MFA 1.69 [23] 

Hybrid model 
based on 

ARFIMA-ANN  

Nordpool electricity 
market 

N/A 6.47 [24] 

Proposed Hybrid 
based VACO 

model  

 (SDG-
EURO)Exchange 

rate 

VACO 0.95 - 
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