
Ontology Optimization Algorithm for Similarity
Measuring and Ontology Mapping Using Adjoint

Graph Framework
Jiali Tang, Yu Pan, Zhihong Wang, Linli Zhu

Abstract—As a semantic analysis and calculation model,
ontology has been applied to many subjects. Numerous of
machine learning approaches have been employed to the on-
tology similarity calculation and ontology mapping. In these
learning settings, all information for a concept is formulated as
a vector, and the dimension of such vector may be very large in
certain special applications. To deal with these circumstances,
dimensionality reduction tricks and sparse learning technologies
are introduced in ontology algorithms. In this paper, we raise
a new ontology framework for ontology similarity measuring
and ontology mapping. We construct the adjoint ontology
graph by means of index set of ontology vector. The optimal
ontology vector is obtained in terms of Lagrangian relaxation
approach. Finally, four experiments are presented from various
perspectives of different fields to verify the efficiency of the
new ontology framework for ontology similarity measuring and
ontology mapping applications.

Index Terms—ontology, similarity measure, ontology map-
ping, adjoint ontology graph.

I. INTRODUCTION AND MOTIVATIONS

THE term “ontology” is first applied in the field of
philosophy to describe the nature connection of things

and the inherent hidden connections of their components.
As to information and computer science, ontology has been
widely applied in knowledge management, machine learning,
information systems, image retrieval, information retrieval
search extension, collaboration and intelligent information
integration as a model for storing and representing knowl-
edge. Owing to it is an effective concept semantic model and
a powerful analysis tool, ontology has been used extensively
in pharmacology, biology, medicine, geographic information
system and social science in the past decade (see [1], [2],
[3], [4], [5]).

The structure of ontology can be expressed as a simple
graph. On an ontology graph, each vertex represents a
concept, object or element in ontology and each (directed or
undirected) edge refers to a relationship or hidden connection
between two concepts (objects or elements). Let O be an
ontology and G be a simple graph of O. Essentially, ontology
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engineer application is to get the similarity calculating func-
tion for computing the similarities between ontology vertices.
These similarities illustrate the inherent association between
vertices in ontology graph. As to ontology mapping, it is to
obtain the ontology similarity measuring function by mea-
suring the similarity between vertices from different ontolo-
gies. Such mapping connects different ontologies. Through
mapping, a potential link between the objects or elements
from different ontologies can be acquired. Specifically, the
ontology similarity function Sim : V × V → R+ ∪ {0} is
a semi-positive score function mapping each pair of vertices
to a non-negative real number.

In recent years, ontology technologies have been applied
in a variety of fields. [6] put forth a technology for stable
semantic measurement based on graph derivation represen-
tation. [7] developed an ontology representation method for
the knowledge in enterprise information of online shopping
customers. By processing expert knowledge from external
domain ontologies and using novel matching tricks, [8]
presented an innovative ontology matching system that finds
complex correspondences. [9] explained the main features of
the food ontology and the application for traceability using
examples. [10] put forward that ontologies can be utilized in
designing an architecture for monitoring patients at home.

The advanced idea for handling the ontology similarity
computation is using ontology learning algorithm which gets
an ontology function f : V → R. By using the ontology
function, the ontology graph is mapped into a line consisting
of real numbers. The similarity between two concepts then
can be measured by comparing the difference between their
corresponding real numbers. Dimensionality reduction is the
core of the idea. In order to associate the ontology function
with ontology application, a vector is utilized to express all
the information of a vertex, for instance v. To simplify the
representation, the notations are slightly confused and v is
used to denote both the ontology vertex and its corresponding
vector. The vector is mapped to a real number by ontology
function f : V → R. The ontology function, as a dimen-
sionality reduction operator, maps vectors of multi-dimension
into one dimensional ones.

Many effective methods for getting efficient ontology
similarity measure or ontology mapping algorithm have been
studied in terms of ontology function. By ranking learning
technology, [11] discussed the ontology similarity calcula-
tion. [12] presented a ontology optimizing model such that
the ontology function is determined by means of NDCG
measure, and it is successfully applied in physics education.
To cut the time complexity for ontology application, [13]
presented the fast ontology algorithm. [14] deduced an
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ontology algorithm through diffusion and harmonic analysis
on hyper-graph framework.

Moreover, several scholars have contributed to the research
of ontology algorithms theoretically. [15] put forth the u-
niform stability of multi-dividing ontology algorithm and
the generalization bounds for stable multi-dividing ontology
algorithms. [16] cooperated to propose a gradient learning
model for ontology similarity measuring and ontology map-
ping in multi-dividing setting. In the setting, the sample
error was determined in terms of the hypothesis space
and the ontology dividing operator. More ontology learning
algorithms and theoretical analysis can refer to Gao et al.
[17], Lan et al. [18] and [19], and Zhu et al. [20].

In this article, a new ontology learning framework for
ontology similarity measuring and ontology mapping is intro-
duced by virtue of adjoint ontology graph construction. The
rest of the paper is arranged as follows: in Section 2, detailed
description of ontology vector learning problem is shown; in
Section 3, tools and technologies for optimizing our ontology
problem are presented; in Section 4, implementations of main
algorithms are determined and corresponding computational
complexities are discussed; in Section 5, four respective
simulation experiments on plant science, humanoid robotics,
biology and physics education are designed to test the
efficiency of new ontology optimization method. Final data
imply that new approach has higher precision ratio for these
applications.

II. THE NOTATIONS AND SETTING OF ONTOLOGY
PROBLEM

Suppose that V is an instance space. For an arbitrary vertex
in ontology graph G, all its related information is expressed
by a p dimensional vector. The information includes its
instance, structure, name, attribute, and semantic information
of the concept which is corresponding to the vertex and
that is contained in its vector. Without loss of generality,
assuming that v = {v1, · · · , vp} is a vector corresponding
to a vertex v. To make it simpler, their notations are slightly
confused and v is adopted to represent both the ontology
vertex and its corresponding vector. To obtain an optimal on-
tology function f : V → R, the authors use ontology learning
algorithms, and the similarity between two vertices vi and
vj is therefore determined by the value of |f(vi) − f(vj)|.
Dimensionality reduction, i.e., using real number to represent
p dimension vector is the core of such kind of ontology
algorithm. Therefore, an ontology function f can be regarded
as a dimensionality reduction operator f : Rp → R.

The vector corresponding to a vertex of ontology graph
always shows high dimension. This is because it contains
all the information of the vertex concept, the neighborhood
structure and attribute in the ontology graph. Taking the
biological ontology for an example, the information of all
genes may be contained in a vector. In addition, the ontology
structure becomes very complicated owing to there are large
numbers of vertices in the ontology graph, and one of
the typical examples is the GIS (Geographic Information
System) ontology. These above factors may contribute to
large similarity calculation in ontology application. But in
fact, the similarity between the vertices is always determined
by the small number of vector components. For instance,
in the biological ontology, it is usually a small number of

diseased genes that lead to a genetic disease, while most
of the other genes can be ignored. Furthermore, in the
application of geographic information system ontology, if
an accident happens and causes casualties somewhere, it is
better to find the nearest hospital without considering the
schools and shops nearby. In other words, we only need
to consider the neighborhood information that meets our
specific requirements. This is also the reason why lots of
academics and industries are interested in the research of
sparse ontology algorithm.

In actual application, a sparse ontology function is ex-
pressed by

fw(v) =

p∑
i=1

viwi + δ. (1)

where w = (w1, · · · , wp) and δ are a sparse vector and
a noise term, respectively. The former is to reduce the
irrelevant component to zero. In order to determine the
ontology function f , sparse vector w has to be identified
first.

One popular model with the penalization term via the l1-
norm of the unknown sparse vector w ∈ Rp is

min
w∈Rp

Y (w) = l(w) + λg(w), (2)

where λ > 0 is a regularization parameter, which is also
known as balance parameter and l is the principal function
(or loss function) to measure the quality of w. The balance
term measures the sparsity of sparse vector w.

For example, some articles considered that ontology prin-
cipal function l : Rp → R is a convex differentiable function
and Ω : Rp → R is a sparsity inducing typically non-smooth
and non Euclidean norm.

III. TOOLS AND TECHNOLOGIES FOR ONTOLOGY
OPTIMIZATION

An ontology sparse vector w ∈ Rp is called s-sparse if
at most s elements of w are nonzero. The support of w
includes the indices corresponding to nonzero terms in w,
that is to say, supp(w) = {i ∈ {1, 2, · · · , p}|wi 6= 0}.
By setting wS as the restriction of w to indices in S for
fixed a index set S ⊆ {1, 2, · · · , p}, we deduce (wS)i ={

wi, if i ∈ S
0, Otherwise . The l2-norm of ontology sparse vector

w is denoted by ‖w‖ =
√∑

i∈{1,2,··· ,p}w
2
i .

In some ontology applications, we have more information
about a ontology sparse vector rather than s-sparsity. Here,
we use the sparsity model raised by [21] for encoding the
extra ontology sparse structure: let S = {S1, S2, · · · , SL} be
a collection of supports, where index sets Si ⊆ {1, 2, · · · , p}.
Hence, the corresponding ontology sparsity model S can be
expressed as the set of vectors supported by one of the Si:

S = {w ∈ Rp|∃S ∈ S, supp(w) ⊆ S}. (3)

From this point of view, the the ontology function (1) can
be expressed as

y = Vw + δ, (4)

where V ∈ Rn×p is the ontology matrix, y ∈ Rn is the
ontology response vector, and δ is the ontology noise and is
often formulated as a vector.
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The essence of our ontology framework is called the
weighted adjoint ontology graph model (in short WAOGM)
which is defined by the original ontology graph and its data
representation. An potential graph H = (V,E) (here, for
convenience, we also use V and E to denote the vertex set
and edge set of graph respectively if we know exactly which
graph is) is used to define on the coefficients of the unknown
vector w = {1, 2, · · · , p}. Moreover, the adjoint ontology
graph is edge weighted with weight function ω : E → N.
We identify supports S ⊆ {1, 2, · · · , p} with subgraphs in
H , and specially forests (unions of non-cycle graph structure
with connected component more than 1). Theoretically, the
WAOGM implicates ontology sparsity structures with a small
number of connected components in adjoint ontology graph
H . The WAOGM provides three parameters to grasp the on-
tology sparsity patterns: the total sparsity of S is denoted by
s; the maximum number of connected components coming
from the forest F corresponding to S is defined by κ; and
the total weight ω(F ) of edges in the forest F corresponding
to S is bounded by M .

Let γ(H) be the number of connected components in a
adjoint ontology graph H . Then, the (H, s, g,M)-WAOGM
is defined as the collection of supports

S = {S ⊆ {1, 2, · · · , p}||S| = s&∃F ⊆ H : VF = S,

γ(F ) = κ, ω(F ) ≤M}.
(5)

Let H = (V,E) be a weighted adjoint ontology graph
with weight function defined on edge set: ω : E → N. The
weight-degree d(v) of a vertex v then defined by

d(v) = max
u∈N
|{(v, v′) ∈ E|ω(v, v′) = u}|, (6)

which implies that the largest number of adjacent vertices are
connected by edges with the same weight. Thus, the weight
degree of H is denoted to be the maximum weight degree
of each v ∈ V , and the weight degree of G is the same as
the maximum vertex degree if adjoint ontology graph has
constant weight function.

Let w ∈ Rp be in the (H, s, κ,M)-WAOGM. We infer
that

n = O(s log
Md(v)

s
+ κ log

p

κ
) (7)

independently and identically distributed ontology samples
are enough for estimating ontology sparse vector w. Fur-
thermore, for an arbitrary noise vector δ ∈ Rn, y ∈ Rn is
defined as in (4), we can efficiently determine an estimate
ŵ satisfies

‖w − ŵ‖ ≤ C‖δ‖, (8)

where C > 0 is a constant non-dependent on all parameters.
The ontology sparse vector w is recovered exactly for non-
noise situation (δ = 0), and the estimate ŵ is in a mild
extensive WAOGM for any quantity of turbulence.

Specifically, the model projection problem for calculating
efficiency course of our ontology sparsity framework is
presented as follows: given a vector b ∈ Rp and a WAOGM
S, search the optimal approximation to b ∈ S,

PS(b) = argminb′∈S ‖b− b′‖. (9)

According to Baraniuk et al., [21], we can instantiate the
framework to get an algorithm for ontology sparse learning
if such a projection is available. However, solving ontology

problem (9) is exactly NP-hard for the WAOGM. To avoid
such a hard procedure, we use the approximation tolerant
framework (see [22], [23], [24], [25] , [26] ).

Instead of determining the solution of (9), our ontology
frame can be divided into two implement parts: search an
S ∈ S with

‖b− bS‖ ≤ cr min
S′∈S

‖b− bS′‖, (10)

and determine an S ∈ S meets

‖bS‖ ≥ cH ·max
S′∈S

‖bS′‖. (11)

Here, cT > 1 and cH < 1 are given constants. In next
section, Algorithm 1 and Algorithm 2 implicate two nearly-
linear time algorithms for solving (10) and (11).

Our model projection ontology approaches are heavily
relied on the prize-collecting Steiner tree problem (PCST)
(see [27], [28], [29], [30] , [31] ). As the extension of the
classical Steiner tree problem, it skips certain terminals from
the solution and costs a specific price for each omitted vertex
instead of searching the optimal way to connect all terminal
vertices in a given weighted adjoint graph. Using PCST to
WAOGM, we aim to find a subtree with the optimal balance
between the cost paid for edges that are used to connect
a subset of the vertices and the price of the rest of non-
connected vertices.

IV. ALGORITHM DESCRIPTION

In this section, we first introduce a problem of the PCST
in which the purpose is to search a forest (called the
prize-collecting Steiner forest (PCSF)) with κ trees instead
of a single tree. Hence, the projection problems (10) and
(11) a small set of adaptively constructed PCSF instances
are reduced. Then, a nearly-linear time ontology algorithm
for the PCSF problem in ontology setting and hence the
algorithm for desired ontology problem are presented.

Now, we build the relationship between the weighted
adjoint ontology graph model and the prize-collecting Steiner
tree (PCST) problem. Note that the PCST problem associated
ontology setting can be expressed as: let H = (V,E) be an
undirected, weighted adjoint ontology graph with edge cost
function c : E → R+

0 and vertex prize function π : V → R+
0 .

Denote c(E′) =
∑
e∈E′ c(e) for a subset of edges E′ ⊆ E

and V ′ as the complement V ′ = V − V ′ for a vertex subset
V ′ ⊆ V . Then, the aim of the PCST problem is to determine
a subtree T = (V ′, E′) with minimized c(E′) + π(V ′).

Since PCST is also NP-hard, we should use efficient
primal dual algorithm with the following condition

c(T ) + 2π(T ) ≤ 2 min
T ′isatree

c(T ′) + π(T ′). (12)

Let κ ∈ N be the objective number of connected components.
Hence, we can search a subgraph F = (V ′, E′) with
γ(F ) = κ that minimizes c(E′) + π(V ′) to determine the
prize-collecting Steiner forest (PCSF) problem.

As defined before, γ(F ) is the number of connected
components in F . For convenience, we say a forest F is a κ-
forest if γ(F ) = κ. Since deleting edges always decrease the
objective value, an optimal solution for the PCSF problem
containing κ trees can always be found. It allows us to use
the PCSF problem for determining supports in the WAOGM
with several connected components.
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It is easy to verify that there is an algorithm for the PCSF
problem that returns a κ-forest F satisfies

c(F ) + 2π(F ) ≤ min
F ′⊆H,γ(P ′)≤κ

2c(F ′) + π(F ′). (13)

There exists an algorithm obtaining the PCSF condition (13)
in time O(α·|E| log |V |), where α is the number of bits used
to specify a single edge cost or vertex prize.

By setting c(δ) = ω(δ) + 1 and π(i) = u2i , we get

c(F ) = ω(F ) + (|F | − κ)

and
π(F ) = ‖b− bF ‖22,

which connects the PCSF to the WAOGM. The PCSF ob-
jective λc(F ) + π(F ) essentially becomes a Lagrangian re-
laxation (see [32], [33], [34], [35] , [36] for the technologies
of LR) of the ontology sub problem (10) after multiplying
the edge cost function with a balance number λ. Algorithm
1 showed below the PCSF for ontology sub problem (10)
which obtains the forest F .

Algorithm 1: Forest construction.
Step 1: Input: H, c, π, κ, cost parameter C, control parame-
ters ν and ε. Set cλ(δ) = λc(δ).
Step 2: minπ(i)>0 π(i)→ πmin, πmin

2C
→ λ0.

Step 3: PCSF −WAOGM(G, cλ, π, κ)→ F .
Step 4: If c(F ) ≤ 2C and π(F ) = 0 then return F .
Step 5: 0→ λr, 3π(G)→ λl, πmin ε

C → ε.
Step 6: while λl − λr > ε do (λl + λr)/2 → λm and
PCSF − FC(H, cλm, π, κ)→ F .
Step 7: if c(F ) ≥ C and c(F ) ≤ νC then return F ; if
c(F ) > γC then λm → λr else λm → λl.
Step 8: end while
Step 9: return PCSF − FC(H, cλ, π, κ)→ F

In Algorithm 1, FC is a certain classical forest contracture
approach (see [38], [37] ). Let S be a (H, s, κ,B)-WAOGM,
u ∈ Rp, and ν > 2. There exsits an algorithm that return
a support S ⊆ {1, 2, · · · , p} in the (H, 2ν, s + κ, κ, 2ν,B)-
WAOGM meeting (10) with cT =

√
1 + 3

ν−2 . Furthermore,
the time complexity of Algorithm 1 is O(|E| log p).

By multiply the vertex prize function instead of the edge
cost function with a parameter λ, we present the algorithm
for ontology sub problem (11) and determine the optimal
ontology sparse vector w.

Algorithm 2: Ontology sparse vector learning
Step 1. Input: y, V,H, s, κ,B, iterative number t. Set 0→ ŵ.
Step 2: for i← 1, · · · , t do
Step 3: VT (y − Vŵi−1) → b, supp(ŵi−1) ∪
[Algorithm1for(b, H, s, κ,B) → S′, V†S′y → zS′ , and
0→ zS′C .
Step 4: Algorithm 1 for (z,H, s, κ,B)→ S, zS → ŵi.
Step 5: end for
Step 6: return ŵi → ŵ

Here, for matrix A, A† is denoted as its pseudo inverse.
There exists a subtree T ′ ⊆ T with π(T ′) ≥ C′π(T )

6c(T )

and c(T ′) ≤ C ′, where T is a tree with C ′ ≤ c(T )
and a subtree T ′ can be determined in linear time. Let S
be a (H, s, κ,B)-WAOGM and let b ∈ Rp. Then, there
is an algorithm that returns a support S ⊆ {1, 2, · · · , p}
with the (H, 2s + κ, κ, 2B)-WAOGM satisfying (11) with
cH ≈ 0.267. The Algorithm 2 runs in time O(|E| log p).

Finally, the procedures of ontology similarity measuring
and ontology mapping based on Algorithm 1 and Algorithm
2 are presented in Algorithm 3 and Algorithm 4, respectively.

Algorithm 3. Ontology similarity measuring with adjoint
ontology graph framework:
Step 1. Mathematizing ontology information. For each vertex
in ontology graph, we use a vector to express all of its
information.
Step 2. By Algorithm 1 and iteration Algorithm 2, we get
the ontology sparse vector, and then map the ontology graph
to the real line and map the vertices of ontology graph to
real numbers.
Step 3. For each v ∈ V (G), we use one strategy to obtain
the similar vertices and return the outcomes to the users.

Algorithm 4. Ontology mapping with adjoint ontology
graph framework:
Let G1, G2, · · · , Gm be ontology graphs corresponding to
ontologies O1, O2, · · · , Om (here m is the number of on-
tologies).
Step 1. Mathematizing ontology information. For each vertex
in ontology graph, we use a vector to express all of its
information.
Step 2. By Algorithm 1 and iteration Algorithm 2, we get
the ontology sparse vector, and then map the ontology graph
to the real line and map the vertices of ontology graph to
real numbers.
Step 3. For v ∈ V (Gi), where 1 ≤ i ≤ m, we use one
strategy to obtain the similar vertices and return the outcome
to users.

Note that in step 3 of Algorithm 3 and Algorithm 4, the
strategy for our experiment will be presented in the next
section.

V. EXPERIMENTS

Four simulation experiments relating to the ontology sim-
ilarity measure and ontology mapping are designed below.
In order to adjacent to the setting of ontology algorithm, a
p-dimensional vector is applied to express the information
of each vertex. The information includes the name, instance,
attribute and structure of a vertex. Here the instance of vertex
is used to express the set of the reachable vertex in the
directed ontology graph.

The effectiveness of main ontology algorithm is verified
in the following four experiments. After obtaining the sparse
vector w, then the fw(v) =

∑p
i=1 viwi causes the ontology

function.

A. Ontology similarity measure experiment on plant data

In the first experiment, “PO” ontology built in http:
//www.plantontology.org. was adopted to test the efficien-
cy of the proposed new algorithm for ontology similarity
measuring. The basic structure of “PO” is shown in Fig.
1. P@N (see [39] for more details) standard was also
used for this experiment. Furthermore, ontology methods
discussed in [11], [13] and [12] for the “PO” ontology were
considered as well. The accuracies of these three algorithms
were calculated to compare with that obtained through the
algorithm proposed in the paper. Table 1 presents part of the
data.
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Fig. 1. The Structure of “PO” Ontology

Fig. 2 “humanoid robotics” ontology O2

We first give the closest N concepts for every vertex on the
ontology graph by experts in plant field, and then we obtain
the first N concepts for every vertex on ontology graph by the
Algorithm 3, and compute the precision ratio. Specifically,
for vertex v and given integer N > 0. Let SimN,expert

v be
the set of vertices determined by experts and it contains N
vertices having the most similarity of v. Let

v1v = argmin
v′∈V (G)−v

{|f(v)− f(v′)|},

v2v = argmin
v′∈V (G)−{v,v1v}

{|f(v)− f(v′)|},

· · ·

vNv = argmin
v′∈V (G)−{v,v1v,··· ,v

N−1
v }
{|f(v)− f(v′)|},

and
SimN,algorithm

v = {v1v , v2v , · · · , vNv }.

Then the precision ratio for vertex v is denoted by

PreNv =
|SimN,algorithm

v ∩ SimN,expert
v |

N
.

The P@N average precision ratio for ontology graph G is
then stated as

PreNG =

∑
v∈V (G) PreNv

|V (G)|
.

As we can see from what depicted above, the precision
ratio which is got from our newly raised algorithm proves to
be much higher than those from the previous raised ones in
[11], [13] and [12], when N=3, 5, or 10. To be detailed,
all the ratios from algorithm 3, the new one, are above
0.5, which shows good efficiency and accuracy. In other
word, it overshadows the previous algorithms in [11], [13]
and [12] in efficiency. Its obvious that when the number
of N is becoming larger, the ratios increase larger and
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Fig. 3 “humanoid robotics” ontology O3

TABLE I
THE EXPERIMENT RESULTS OF ONTOLOGY SIMILARITY MEASURE

P@3 average P@5 average P@10 average
precision ratio precision ratio precision ratio

Algorithm 3 in our paper 0.5047 0.5983 0.7538

Algorithm in [11] 0.4549 0.5117 0.5859

Algorithm in [13] 0.4282 0.4849 0.5632

Algorithm in [12] 0.4831 0.5635 0.6871

more apparently with higher scores. That is, the advantage
of our new algorithm becomes overwhelming, when N is
large enough and sufficiently. Therefore, the new algorithm
proposed in this paper is superior to those proposed in [11],
[13] and [12].

B. Ontology mapping experiment on humanoid robotics data

Humanoid robotics ontologies O2 and O3 which were
constructed in [16] were applied. Fig. 2 and Fig. 3 exhibit
the structures of O2 and O3, respectively. This experiment
is to determine ontology mapping between O2 and O3 by
Algorithm 4. Likewise, the authors applied P@N criterion
to measure the equality of the experiment.

Specifically, for vertex v ∈ Gi (i=2 or 3) and given integer
N > 0. Let SimN,expert

v be the set of vertices determined by
experts and it contains N vertices having the most similarity
of v in different ontolog. Let

v1v = argmin
v′ /∈V (Gi)

{|f(v)− f(v′)|},

v2v = argmin
v′ /∈V (Gi),v′ 6=v1

{|f(v)− f(v′)|},

v3v = argmin
v′ /∈V (Gi),v′ 6=v1,v′ 6=v2

{|f(v)− f(v′)|},

· · ·

vNv = argmin
v′∈V (Gi),v′ 6=v1,··· ,v′ 6=vN−1

{|f(v)− f(v′)|},

and
map(v) = {v1v , v2v , · · · , vNv }.

Then the precision ratio for vertex v is denoted by

PreNv =
|map(v) ∩ SimN,expert

v |
N

.

The P@N average precision ratio for ontology graphs G2

and G3 is then stated as

PreNV (G2)∪V (G3) =

∑
v∈V (G2)∪V (G3)

PreNv

|V (G2) ∪ V (G3)|
.

The ontology algorithms used in [40], [13] and [12]
to humanoid robotics ontologies were employed. Then the
precision ratios of these three methods were compared with
that of the proposed algorithm. The experimental results are
demonstrated in Table 2.

The better performance of our new algorithm can be fully
illustrated by the results in Table 2, compared with those
algorithms in [40], [13] and [12]. The advantage becomes
more and more obvious when N is increasing.

C. Ontology similarity measure experiment on biology data

“GO” ontology O4 constructed in http: //www. geneon-
tology.org. was used in the experiment. Fig. 4 illustrates
the basic structure of O4. P@N was employed to measure
the equality of the experiment. Ontology algorithms were
employed to “GO” ontology in [13], [12] and [41]. Then
the authors compared the precision ratios obtained from four
methods. Several experiment results are displayed in Table
3.

Clearly seen from Table 2, when N= 3, 5, 10 or 20, the
precision ratio computed by adopting algorithm 3, the newly
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TABLE II
THE EXPERIMENT RESULTS OF ONTOLOGY MAPPING

P@1 average P@3 average P@5 average
precision ratio precision ratio precision ratio

Algorithm 4 in our paper 0.2778 0.5185 0.7444

Algorithm in [40] 0.2778 0.4815 0.5444

Algorithm in [13] 0.2222 0.4074 0.4889

Algorithm in [12] 0.2778 0.4630 0.5333

Fig. 4 The structure of “GO” ontology

TABLE III
THE EXPERIMENT RESULTS OF ONTOLOGY SIMILARITY MEASURE

P@3 average P@5 average P@10 average P@20 average
precision ratio precision ratio precision ratio precision ratio

Algorithm 3 in our paper 0.5071 0.6267 0.7643 0.8577

Algorithm in [13] 0.4638 0.5348 0.6234 0.7459

Algorithm in [12] 0.4356 0.4938 0.5647 0.7194

Algorithm in [41] 0.4213 0.5183 0.6019 0.7239

raised one, is higher than those from algorithms in [13], [12]
and [41]. To be specific, all the ratios from algorithm 3,
the new one, are above 0.5, which shows good efficiency
and accuracy. In other word, it overshadows the previous
algorithms in [13], [12] and [41] in efficiency.

D. Ontology mapping experiment on physics education data

Physical education ontologies O5 and O6 were studied.
The structures of O5 and O6 are displayed in Fig. 5 and
Fig. 6 respectively. The experiment is to conduct ontology
mapping between O5 and O6 by Algorithm 4. The equality
of the experiment was tested according to P@N criterion.
After determining the closest N concepts for each vertex
on the ontology graph by experts, the first N concepts for
every vertex on ontology graph were obtained by utilizing
the algorithm and computing the precision ratio. Ontology
algorithms were also used in physical education ontology in
[13], [12] and [14]. So, the authors compared the precision
ratios computed by four methods. The experiment results are
illustrated in Table 4.

Its obvious that when the number of N is becoming larger,
the ratios increase larger and more apparently with higher
scores. That is, the advantage of our new algorithm becomes
overwhelming, when N is large enough and sufficiently.
Therefore, the new algorithm proposed in this paper is
superior to those proposed in [13], [12] and [14].

VI. CONCLUSIONS

Ontology, as a widely used data structure representation
and storage model, has drawn attention from the researchers.
One popular ontology learning trick is mapping each vertex
to a real number, and the similarity is judged by the differ-
ence between the real number which the vertices correspond
to. With the background of big data, the complexity of ontol-
ogy data is often large and the dimension of ontology vector
is high. It inspires us to use the dimensionality reduction
technologies in ontology similarity measuring and ontology
mapping. In this paper, we raise an ontology learning model
for ontology application. The basic idea of our ontology
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Fig. 5 “physics education”ontology O5

Fig. 6 “physics education”ontology O6

TABLE IV
THE EXPERIMENT RESULTS OF ONTOLOGY MAPPING

P@1 average P@3 average P@5 average
precision ratio precision ratio precision ratio

Algorithm 4 in our paper 0.6774 0.8172 0.9161

Algorithm in [13] 0.6129 0.7312 0.7935

Algorithm in [12] 0.6913 0.7556 0.8452

Algorithm in [14] 0.6774 0.7742 0.8968

framework is based on the adjoint ontology graph technolo-
gies in which constructers form the index set of ontology
vector. The tolerant framework, prize-collecting Steiner tree
technologies and the Lagrangian relaxation approach are
used as tools in order to get the solution of ontology opti-
mization problem. The experiments show the effectiveness of
adjoint ontology graph based ontology framework. The new
technology contributes to the state of art for applications.
The result gotten from experiments in our paper illustrates
the promising application prospect.
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