
 

 

Abstract— Students’ withdrawal problem is one of the main 

concentration of enrollment management at educational 

institutions as it negatively affects their performance and 

reputation. This paper discusses two types of students’ 

withdrawals which includes long-term dropout and the short-

term dropout and considers this problem as a multi-class 

classification problem rather than a binary classification 

problem.  We first introduce a novel (RG*) method to generate 

ruleset using multiple rules learning classifiers including 

Decision Trees and Rule induction methods to improve the 

accuracy and interpretability of the classification.  Then we 

propose a predictive framework based on the RG* to predict at-

risk students and to address students’ data problems such as 

imbalanced and high-dimensionality. Two groups of criteria are 

used to evaluate the proposed framework including: model 

performance and interpretability. The results revealed the 

possibility of a tradeoff between the performance and 

interpretability of the classification outputs through exploiting 

the ability of the multiple classifiers. In addition, the proposed 

framework shows a significant improvement in predicting both 

dropout and stopout students' compared with using individual 

classifiers. 

 
Index Terms— Student withdrawal, Rule-learning method, 

Enrollment Management, Rule interpretability 

 

I. INTRODUCTION 

HE higher education institutions work in very 

competitive environments that create an urgent need to 

analyze students’ data in order to make more informed 

decisions and come up with plans and strategies especially 

with regard to the students’ enrollment problems [1]. 

Students’ withdrawal problem has attracted an increased 

attention of universities due to the fact that one-third of 

students leave without receiving their certificates [2]. This 

problem results in wasting students’ time, financial resources 

and self-confidence [3].  Several studies have distinguished 

two types of students’ withdrawal behavior. The short-term 

stopout, which refers to the case of a temporary interruption 

of study[4, 5] and the long-term stopout, which reflects the 

case of total interruption of study. For example, Horn in [6] 

examined the ability to distinguish between these two types 

based on students’ characteristics. She finds that there are 
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several factors affects a student’s enrollment decision such as 

the student’s age and admission type. Stratton et.al.  in [4] 

investigated the impact of the financial aid on student 

decisions. They find that the factors associated with stopout 

behavior are different from those associated with dropout 

behavior. Therefore, assuming the withdrawal problem is a 

binary classification problem (continue, and dropout) may 

lead to misleading results and inaccurate targeting of at-risk 

students (who may give up the study). Accordingly, the 

withdrawal problem should be considered as multi-class 

decision problem includes: continue, dropout and stopout. 

that have addressed the problem of student retirement can 

be classified as: statistical-based approaches [6], and the 

machine learning based approach [7]. Under the statistical-

based approach, the multiple linear regression, multinomial 

logit model [4], multilevel history analysis [8], propensity 

score matching[9], and logistical regression [10] are used 

frequently. On the other hand, several machine learning 

techniques (i.e., classification techniques) are used to 

determine the influencing factors that shape student decisions 

of whether to continue their studies or withdraw such as 

Decision Trees (DTs), Induction methods (IM), Artificial 

Neural Network (ANN), Support Vector Machine (SVM), 

Bayesian Net, and Random Forest. It is worth mentioning that 

the main objective of those studies is offering the universities 

a proactive system that enables them to make informed 

decisions with the assistance of the collaborative applications 

or recommendation systems [7, 11]. 

The classification techniques are divided into two groups: 

The Black-Box classifiers (such as ANN and SVM, and 

ensemble learning models) which cannot be interpreted their 

results, and the White-Box classifiers (such as Decision Trees 

and rule induction methods) or Rule-Based (RB) classifiers 

which produce interpretable rulesets in form of tress structure 

or IF-THEN, but these classifiers are not compete well as the 

Black-Box classifiers (in term of the accuracy of 

predictability) [12, 13]. 

Therefore, improving a white-box classifier to achieve a 

right tradeoff between performance and interpretability is our 

aim in this study. Thus, to improve the prediction of 

withdrawal of students using the data of the freshman 

students (the first-year students), and to provide a powerful 
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predictive tool for the university directors. 

 

Although, there is almost a consensus that using multiple 

classifiers (such as Ensemble Learning) can improve the 

learning results [14] , most of these methods focused on the 

performance criteria (such as accuracy) and ignores 

interpretability criteria (such as rule-size and rules-overlap) 

which is important for many real-world applications. 

The main contributions of this work are summarized as 

follows: First, we propose a novel method of combining the 

results of multiple classifiers with the aim of improving the 

accuracy of the model and the interpretability of the model 

results. Second, this paper proposes an interpretable 

framework based on the proposed model to predict different 

types for students’ withdrawal decisions and address set of 

problems that students’ data suffer from. Third, according to 

our knowledge, none of the prior studies disused the two 

types of withdrawal problems using data mining methods as 

addressed in this paper. Finally, although students’ 

enrollment problems are the main concern of many academic 

institutions around the world, few studies have been 

conducted in Palestine with respect to predicting the 

enrollment behavior of students, thus this study comes to fill 

this gap in the academic literature. 

The remainder of this paper is organized as follows: The 

second section elaborates on details of the proposed method 

and framework. Section three demonstrates the experimental 

framework setup and the details of the datasets and classifiers 

used. Section three provides experimental results and the 

corresponding discussions. Finally, the conclusion and 

recommendations for further research are explored. 

II. METHODOLOGY 

The proposed framework aims to produce a rule-set in form 

of IF-THEN because this form is more interpretable for users 

(e.g. managers’ and instructors’) who do not have experience 

in machine learning techniques. To achieve this goal, we 

propose RG* method based on multiple white-boxes 

classifiers includes Induction methods (IM) and Decision 

Trees (DTs’). Then, use a novel way of combining and 

filtering the rules that produced by individual classifiers to 

create a more accurate and interpretable subset. Figure 1, 

illustrates the framework components which are described as 

follows:  

1) Data Collection  

This step aims to prepare students’ data by collecting 

them from different sources in order to remove 

incompatibility and inconsistency. Thus convert it to an 

appropriate format in which to be used for the next stage of 

the framework. It is worth mentioning that researches in the 

field of education provided a basic understanding of the 

common student attributes that can be used, such as what 

being done by Bonaldo et al.[10]. Section three of this study 

includes the description of students’ data and features used.  

2) Data Preparation 

The preparation process is performed to make data 

appropriate for classifiers. Data integration and cleaning 

processes are applied to remove outliers and incomplete data. 

In this context, we distinguish between data entry errors and 

unavailability of data due to student withdrawal. As the 

missing-data with respect to withdrawals are significant. 

Therefore, we choose to replace it with a zero value. In case 

that the subsequent records of the student are non-zero, he is 

regarded as stopout, whereas, if his records are of zero value 

he is regarded as a dropout.  

Frequently, the students’ data encompass a large number 

of characteristics with lead to increased dimensionality that 

affect the performance of classifiers. Therefore, the need to 

reduce the attributes size should be taken into consideration 

when applying an algorithm for the prediction in order to 

increase both its efficiency and effectiveness. On the other 

hand, the imbalanced data is a common problem in this kind 

of application domain. Therefore, we examined the presence 

of an imbalanced problem, then we used the SMOTE method 

as a one of the common algorithm used in this context to solve 

this problem before feeding data to classifiers. 

 

3) Classification Process and the Description of RG* 

The aim of the classification process is to predict unknown 

class label 𝑌 ∈ {𝑦1, 𝑦2, ⋯ , 𝑦𝑚} on an object using known 

values of attributes 𝑋 =  (𝑥1, 𝑥2, ⋯ , 𝑥𝑛). This prediction 

done by constructing a classification function 𝑓(𝑥) that 

predicts accurately the value of 𝑌. If the class is correctly 

predicted, the classification function is not penalized, 

otherwise the unit penalty will be imposed.  Most of RB 

classifier generate rules in form of IF-THEN or tree structure 

(such as IM and DTs’ respectively). Due to it is simplicity of 

IF-THEN format we focus on it in the current study. IF-

THEN rule consist of two part the (condition and class-label 

part of the rule). Let Ψ is the condition parts of the rule and 

Ψ (x) is an indicator function equal to 1 if x satisfies the 

condition part Ψ and equals 0 otherwise.  The response of the 

rule is then defined as a vector of 𝜆 ∈ ℝ𝑚  → {0,1} as defined 

by Ψ. Therefore, the decision function is defined as in the 

following Equation 1: 

Let ruleset ℛ𝑘 is a collection of rules 𝑟 = {𝑟1, 𝑟2, ⋯ , 𝑟𝑚}  

that generated by classifier 𝑘  where k ∈ 𝐾 which is the 

classifiers pool, and ℛ  is the collection of rulesets that are 

generated by these classifiers, where ℛ ∈  {ℛ𝑖 , ℛ𝑖+1, ⋯ , ℛ𝐾}  
and 𝑘 is a number of classifiers.  

Although the RB classifiers aim to generate a rule that 

minimizes the loss function of prediction, the right tradeoff 

between prediction performance and model interpretability is 

r(x) =  λ Ψ (x)  (1) 

 

 
Fig 1.  Interpretable predictive framework 
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still the subject of research.  

To this end, we propose the RG* method based on the 

principle of the combination strategies [15] using multiple 

classifiers to find a small and simple set of subset of rules that 

lead to good generalization by getting the benefit from 

multiple RB classifiers. The RG* method consists of the 

RULESFit and Rules-Optimization stages. These stages are: 

First, at the RULESFit stage, it is assumed that the 

classification function is a linear function that obtain 

conditional function from 𝑛 rules: 

where α  is a default rule covering whole attribute space. The 

max value obtain by 𝑓(x) denotes the number of instances 

covered by the ruleset generated by a classifier.  

Second, at Rules-Optimization, as shown in Algorithm 1, 

we evaluate the generated ruleset by define a weight function 

based on a both of interpretability (𝕀) and performance (ℙ) 

sub functions: 

Where 𝕀 is a linear function denotes the interpretability of a 

rule, and ℙ is a performance function that denotes the probability 

of correctly classifying each class-label.  

Rulesets were generated using heterogeneous classifiers 

(including decision trees and rule-based algorithms),  each of 

which produces ruleset weighted by ℓ function. They were 

then analyzed by the performance of the classifier using novel 

criteria that focuses on the accuracy and interpretably of the 

prediction results. Set of experiments were conducted to 

answer following questions: 

--How well do decision trees and rule-based algorithms 

perform when they are evaluated using the traditional 

evaluation metrics such as recall?  

--How well do decision trees and rule-based algorithms 

perform when they are evaluated using the Interpretability 

metrics such as rules size and rules overlap? 

It is worth mentioning that, using algorithms that are able 

to produce rules in the form of Tree or IF-Then are more 

interpretable for end-users (e.g., educational directors). 

Moreover, these algorithms differ in the method used for 

generating their rule set. 

 Finally, we identify the “best” 𝑛 rulesets that produce the 

most accurate and interpretable rules (in our experiments we 

assume 𝑁 = 2). Therefore, the pool of rules includes all rules 

generated by the top two classifiers. 

The objective is to maximize ℓ using rules from multiple 

rulesets (classifiers). 

Where 𝑁 denotes the number of rulesets (we assume N =2) 

and 𝑛 is the number of rules in the ruleset. For more details 

about interpretability and performance measurement, see the 

Evaluation section.  

Next section discusses a brief presentation of the 

algorithms used in this study. 

4) Evaluation Classifiers  

This stage is concerned with the process of evaluating 

classifiers to obtain the appropriate classifiers for 

Optimization stage of RG* method. In order to avoid 

overfitting problem, the dataset is divided into two datasets to 

avoid data overfitting problem.  

 

The training dataset that includes 70% of students’ data 

instances and the testing dataset that includes 30% of 

students’ data instances. Two groups of measurements are 

used includes model performance and model interpretability 

measurements. The next section describes these two groups. 

5) Rule generation 

The set of rules are output from RG* method. This ruleset 

has the greatest ability to balance the model interpretability 

and performance characteristics [22]. Therefore, these rules 

are easy to understand by educational directors and can be 

easily used for developing an educational recommendation 

system. 

III. EXPERIMENTAL FRAMEWORK 

In this section, we present the setup of the experimental 

Framework including, firstly, the details of the datasets are 

described; Secondly, the description of the RB classifiers is 

presented; Thirdly, the evaluation measurements are 

explained. Finally, the statistical tests are applied to compare 

the results obtained by experiments. 

1) Datasets  

In this section, the datasets are divided into two group. 

First, is the public datasets which used to evaluate the 

proposed RG* method. Second, is the students’ data which 

used to evaluate the proposed framework. Next, is the 

description of these two groups of datasets. 

-- The public datasets: seven datasets are used for 

evaluating the RG* method after applying SMOTE 

resampling method. These datasets are downloaded from the 

UCI Machine Learning repository. The description of these 

datasets is illustrated in Table 1. 

-- The students’ dataset: the data of 721 “Banking & 

Financial Management” freshman students enrolled during 

the academic year 2010-2016 in Palestine Technical 

University (PTUK) are used in this work. Three different 

𝑓(x) =  α + ∑  𝑟𝑖 (𝑥)

𝑛

𝑖=1

   (2) 

ℓ =   𝕀(r). ℙ (r)  (3) 

𝐿 = 𝑎𝑟𝑔𝑚𝑎𝑥  ∑ ∑ 𝕀(r). ℙ (r)

𝑛

𝑗=1

𝑁

𝑖=1

    (4) 

Algorithm 1 RG* method ( 

   A be the ruleset for best interpretable classifier, 

   B be the ruleset for best model performance classifier, 

   𝐾  be the number of rules generated by the second-

ranked interpretable classifier,  

   𝐸  examples in training set) 

1. Let 𝑅 = { } be the initial rule set 

2. 𝑅 ← 𝐴 

3. Remove all instances from 𝐸 that are covered by 𝐴(𝑟) 

4. For each class 𝐶 in B  

    4.1. 𝐴(𝐶)𝑠 be the Sensitivity of class 𝐶 in ruleset A 

    4.2. 𝐵(𝐶)𝑠 be the Sensitivity of class 𝐶 in ruleset B  

    4.3. if  𝐵(𝐶)𝑠  ≤   𝐴(𝐶)𝑠   remove all rules related to 𝐶 

from B  

5. Order the rules in 𝐵 ascending based on class 

sensitivity range in 𝐴(𝐶) 

    5.1. While not meeting the stopping criteria 

        5.1.1. if 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑅) > 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑅 +
{ 𝐵(𝑟)}) 

            1. Add rule to ruleset: 𝑅 = 𝑅 +   {𝐵(𝑟)} 

        5.1.2. remove instance from 𝐸 that are covered by 

𝐵(𝑟) 
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sources of data have been used: First: The Enrolment System 

provides information about a social, economic, personal data  

and prior performance related to students. Second, the 

University Management System provides information about 

students’ performance progress during their study semesters. 

Finally, the Online Evaluation System questionnaire provides 

information for three indicators that are used in this study, and 

it includes evaluation of the university, lectures, and courses. 

Table 2 and Figure A.1 illustrates 68 student features that are 

collected from the aforementioned sources. For more details 

about student attributes and data sources, see our forthcoming 

paper[16]. 

Since our focus is on the freshman students, the investigation 

period is divided into three sub-periods (P1, P2, P3). P1 and 

P2 cover the periods following the midterm exams of the first 

and second semesters respectively. While P3 is the last period 

which describes the students’ status after the final exam in the 

second semester as shown in Figure 2. 

2) The RB classifiers   

As mentioned early, in this subsection we aim to describe 

the RB classifiers used for producing rulesets and for 

comparison it with our RG* method.  

Firstly, Decision Tree (DT) Techniques is one of the 

popular classification techniques that classify a target 

attribute in a form of tree structure. The rule-set generated by 

the DT can be converted into the form of IF-THEN which is 

more interpretable [17, 18]. Three decision trees are used in 

this study including: 

-- Decision tree (C4.5) which is the most common decision 

algorithms. This algorithm is an extension of the ID3 

algorithm, and it generates an initial set of rules using the 

direct method. The C4.5 algorithm applies the process of 

normalization of information gain ratio which calculated 

using Equation 5. 

𝐺𝑖𝑎𝑛𝑅𝑎𝑡𝑖𝑜(𝐴) =
𝐺𝑎𝑖𝑛(𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝐴) 
    (5) 

𝐺𝑎𝑖𝑛(𝐴) denotes to the information gain for attribute 𝐴, and 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝐴) denotes to the splitting information value. The 

splitting information value represents the probable 

information generated by splitting the dataset D into set of 𝑃 

partitions, corresponding to 𝑃 outcomes on attributes 𝐴. The 

splitting information calculated using Equation 6. 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝐷) = ∑
|𝐷𝑖|

|𝐷|

𝑃

𝑖=1

×  𝑙𝑜𝑔2 (
|𝐷𝑖|

|𝐷|
) (6) 

Where |𝐷| denote the number of elements in the training 

dataset 𝐷, and |𝐷𝑖| denotes the number of elements into 

partition P. 

-- Combining Decision Trees (CDT) uses the imprecise 

Dirichlet model and uncertainty of measure or credal sets as 

criteria for branching in order to reduce the complexity of the 

generated tree. The total uncertainty is calculated as: 

𝑇𝑈 (𝑝) = 𝐼𝐺(𝑝) + 𝐺𝐺(𝑝) (7) 

where 𝐼𝐺 is the measurement of non-specify, and 𝐺𝐺 denote 

randomness function for credal sets. 

-- Multi-class Alternating Decision tree (LADTree), which 

combines decision trees and Logit-Boost to produce a set of 

classification rules. In addition, it deals with the multi-class 

problem by splitting it into several binary-class problems. 

 

Secondly, Rule-based classifiers include rule learner 

classifiers that generate interpretable rule-set in the form of 

IF-THEN [19, 20]. Four types of rule-based classifiers are 

investigated in this component including: 

-- Repeated Incremental Pruning to Produce Error 

Reduction (RIPPER), which is based on associations rules. In 

the learning process, RIPPER orders a training dataset 

according to class frequencies then select one class as a 

default prediction. After generating rules set of that class, all 

instances covered by these rules are extracted from the 

dataset. This process is repeated for other classes. This 

algorithm uses direct method for generating the initial rule-

set. 

-- PART is an algorithm based on decision tree C4.5. It is 

a relatively a simple algorithm based on divide and conquer 

strategy that generates a tree in each iteration in order to 

produce a set of rules called “decision lists”. 

-- RIpple-DOwn Rule learner (RIDOR) starts by 

generating a default rule, then finding the exceptions to this 

rule in order to find the “best” exception with the least error 

rate. Those exceptions denote the list of alternative rules that 

can be used to predict classes other than the default one. 

-- Fuzzy Unordered Rule Induction Algorithm (FURIA) is 

an extension of the RIPPER algorithm where it learns from 

fuzzy rules to generates unordered rule sets. Moreover, it 

makes use of an efficient rule stretching method to deal with 

uncovered examples. 

3) Evaluation measurements: 

Next is the description of these two groups of 

 
Fig 2.  Steps in which data gathered 

TABLE I 

DESCRIPTION OF DATASET USED FOR THE SECOND EXPERIMENT 

 #Attribute # Classes # Instances Type 

Glass 8 6 453 Numeric 

Soybean 36 19 4838 Nominal 

Page Blocks 11 5 24562 Numeric 

Win 14 3 178 Nominal 

Splice 62 3 4947 Nominal 

Auto 26 6 159 Nominal 

Contr5 10 3 1473 Nominal 

 

TABLE II 

DATA SOURCES AND STUDENT FEATURES USED  

Source Enrollment System Management 

System 

Online 

Evaluation 

System 

Information 

Type 

Demographical, 

Historical 

performance, 
Socio-economical.  

Registration 

per semester, 

Student 
Performance. 

University 

parameters, 

Lecturers 
variables, 

Courses 

variables. 
Number of 

Attributes 
22 16 30 
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measurements includes Model Performance (MP) and Model 

Interpretability (MI). The MP measurements describe how 

well a classifier can predict students’ withdrawal decision 

correctly. In this context, three metrics are used: 

--True Negative rate or Specificity (𝑇𝑁𝑟𝑎𝑡𝑒) is the ratio to 

the negative prediction number that is truly classified as 

negative and the actual number of the negative class. It is 

calculated using Equation 8: 

𝑇𝑁𝑟𝑎𝑡𝑒 =   (𝑇𝑁)/(𝐹𝑃 + 𝑇𝑁) (8) 

--True Positive rate, Recall or Sensitivity (𝑇𝑃𝑟𝑎𝑡𝑒) 

denotes to the preparation of positive predictions that 

correctly identified by classifier. It is calculated using 

Equation 9: 

𝑇𝑃𝑟𝑎𝑡𝑒 =   𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (9) 

--Accuracy (𝐴𝑐𝑐) which denote the ratio of correct 

prediction to the total number of instances evaluated, in other 

words, this measure specifies the degree of success for a 

classifier. It is calculated using Equation 10: 

𝐴𝑐𝑐 =   (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (10) 

The MI measurements evaluate the simplicity of the 

rulesets that generated by classifiers for the end-user. Either 

these rulesets are generated in the form of IF-Then (such as 

in the Induction methods) or in the form of the tree structure 

(such as in the Decision trees techniques). It is worth 

mentioning that the tree structure can be converted to Form 

IF-Then easily. The following is a brief description of a 

ruleset.   

Let ℛ  is the collection of rule sets that are generated by 

classifiers, where ℛ ∈  {ℛ𝑖 , ℛ𝑖+1, ⋯ , ℛ𝑁} and 𝑁 is number of 

classifiers. Each ruleset includes set of rules 𝑟 =
{𝑟1, 𝑟2, ⋯ , 𝑟𝑚} ,  𝑟 ∈  ℛ , and 𝑚 is  number of rules in ℛ𝑁. In 

addition, 𝑟 = (𝒳, 𝒴) where 𝒳 is conditional part of the rule 

and 𝒴 is the class-label of that rule, where 𝑟 is represented in 

a form of  𝑟 ∶ 𝐶𝑜𝑛𝑑 ← 𝐶𝑙𝑎𝑠𝑠 . In addition,  𝐶𝑜𝑛𝑑 denotes to 

the conditional part, while 𝐶𝑙𝑎𝑠𝑠 denotes to the class label 

given to the dataset examples that satisfy the 𝐶𝑜𝑛𝑑 part. 

We adapt the interpretability assumptions that are 

proposed in [21] to identify matrices that are used to measure 

the model interpretability. 

Assumption 1: Whenever a rule set includes less number 

of rules, it becomes more understandable.  

--Size(ℛ) denotes the number of rules contained in a rule 

set. Based on assumption 1, the “best” rule set is the one that 

contains less number of rules. 

Assumption 2: Whenever a rule includes less number of 

predictors (conditions), the rule becomes easier for end-users. 

-- Length (𝐿(𝑟)) denotes to the number of predicates used 

in the rules of a rule set divided by the maximum number of 

predicators can be used in that rule set. 

-- Average Length (𝐴𝐿(ℛ𝑖)) : is the rate of the rule set 

length based on the overall generated rule sets, which is 

calculated using Equation 11: 

𝐴𝐿(ℛ𝑖) = |ℛ|−1  ∙ ∑ 𝐿(𝑟)

𝑟∈ℛ𝑖

   (11) 

Where |ℛ| denotes maximum rules length achieved by the 

classifiers in the experiment. This matric assumes maximum 

value of 1.0 for a “worst” rule set based on its length. 

Assumption 3: whenever the rule-set consists of less 

number of overlapping predicates, it becomes easy for a 

human to understand the relation between predicates and 

class labels. 

-- Cover (𝐶𝑜(𝒳, 𝒴)) is the set of data points in the training 

dataset that satisfy rule 𝒳 in a rule set. 

-- Overlap (𝑂(𝑟, �́�)) : let 𝑟 = (𝒳, 𝒴) and �́� = (�́�, �́�), we 

consider 𝑟 overlapped with �́� if there is any data point that 

satisfy with 𝒳 and �́� at  the same time as the shown in 

Equation 12: 

𝑂 (𝑟, �́�) = 𝐶𝑜(𝒳, 𝒴) ∩ 𝐶𝑜 (�́�, �́�) (12) 

-- Overlap Fraction (𝑂𝐹(ℛ)) represents the overlap 

between every pair of rules in the rule set, where a small value 

means more interpretability. Based on assumption 3, we favor 

a rule set with less overlapping. The overlap fraction is 

calculated using Equation 13: 

4) Statistical tests 

Statistical tests have been used in this section to observe 

the significant difference within the studying methods. We 

adopt nonparametric hypothesis testing techniques that 

recommended by Detta et.al.,[22]. Specifically, we employed 

Friedman aligned rank test. The Wilcoxon signed rank test is 

used to perform the pairwise comparison [23]. 

IV. RESULTS AND DISCUSSIONS 

In this section, we developed extensive experiments to 

analyze the proposed RG* method using real-world datasets 

and then applied statistical tests to compare the results 

obtained by these experiments. Next, we analyze the 

proposed framework to address students’ withdrawal 

problem. Finally, we explore the Framework output (generate 

rules) which improve the students’ withdrawal prediction and 

can use by both an educational director and to improve 

recommendation systems. 

A. Analyzing the performance of the proposed RG* method 

Firstly, we examined the effectiveness of the proposed 

method (RG*) using real-world datasets in order to answer 

this question: 

Is it possible to obtain a rules-set that is more 

interpretable and accurate by combining the results from 

different classifiers? 

Therefore, we compared RG* with two state-of-the-art rule 

mining methods: RIPPER and FURIA.  

As shown in Table 3, the overall ruleset size generated by 

FURIA algorithm is greater than those generated by each 

RIPPER and RG* algorithms.  

In addition, the RG* improved the accuracy values for all 

datasets compared with the accuracy achieved by the RIPPER 

algorithm, while the interpretability measurements are still 

“better” than that achieved by the FURIA algorithm. For 

example, the accuracy achieved by applying the RIPPER 

algorithm on the “Glass” dataset is (79.69%). The accuracy 

value increased to (94.52%) after applying the RG* method. 

Although there is a decrease in interpretability, the ruleset 

𝑂𝐹(ℛ𝑖) =
2

|ℛ| ∙ (|ℛ| − 1)
∑ (𝑂(

𝑟𝑖,𝑟𝑗∈ℛ𝑖 𝑟𝑖≠𝑟𝑗 

(𝑟𝑖 , 𝑟𝑗))

∙  𝑁−1  

(13) 
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generated by RG* remains better than FURIA ruleset. 

Hence, we cannot have obtained meaningful conclusion 

without applying the proper statistical analysis. The 

Wilcoxon test was performed to compare the proposed RG* 

method with RIPPER and FURIA methods. The completed 

statistical results are illustrated in Table 4. Based on these 

results, we can find that RG* method is significantly better 

RIPPER and FURIA since the correspondent p-value is less 

than (5%). Although there are no significant differences 

between RG* and RIPPER in term of model interpretability, 

we can highlight the effectiveness of the proposed RG* 

method. 

B. Analyzing the performance of the proposed Framework 

for student withdrawal problem 

As shown previously, the RG* method improves the 

predictability of the model while saving an acceptable level 

of interpretability by adding selective rules that generated the 

multiple RB classifiers. Therefore, in this section, we 

evaluate the proposed framework uses the RG* method to 

predict students’ enrolment decisions. At first experiment, we 

evaluate seven RB classifier in order to identify the “best” 

classifiers for Optimization step of RG* method. Then at the 

second experiment, we investigate the results obtained by the 

framework with those resulting from the first experiment. 

--Experiment I:  

as shown in Table 5, under the decision tree techniques 

using the performance metrics for (P1), the C4.5 algorithm 

achieve the best value with respect to accuracy (86.16%).  In 

addition, the rules-based methods for the same period (P1) 

show that the RIDOR algorithm obtains the lowest value with 

respect to accuracy (84.4%). Moreover, the FURIA achieve 

the best value with respect to accuracy (87.22%), not only 

within the same group but also in comparison with all other 

algorithms. However, this superiority of FURIA is not 

preserved when looking at the interpretability matrices. To be 

more specific, the FURIA generates eighteen rules with 

(51%) of the average overlap value. However, the RIPPER 

algorithm achieves the best values with respect to rule size 

(13), and overlap (3%). 

In P2, we can observe a decrease in the overall accuracy 

compared to those shown in P1. This is due to the new 

variables added to the feature list that are not of significant 

importance. Consequently, the learning process is negatively 

affected. For example, under decision trees techniques, the 

LADTree and C4.5 achieve high value in term of accuracy 

(85.91%), while result obtained by CDTree in the lowest 

value in term of the same metric (83.9%).  Under rule-based 

algorithms, the FURIA algorithm achieves the best value in 

term of accuracy (89.36%) while it generates 22 rules. In the 

same period (P2), LADTree algorithm obtains the lowest 

average rules length (24%), while RIPPER generates the 

lowest numbers of rules. 

In P3, all accuracies values increase compared to the 

previous steps. For instance, the FURIA achieves the highest 

TABLE III 

DESCRIPTION OF DATASET USED FOR THE SECOND EXPERIMENT  

  DB1 Sen2 Spec3 Acc. 
Size 

(Ri) 

AL 

(Ri)% 

OF 

(Ri) 

F
U

R
IA

 

Glass 0.920 0.854 85.43 21 0.846 0.002 

Soybean 0.970 0.969 96.90 41 0.056 0.002 

PB4 0.996 0.987 98.72 95 0.554 0.003 

Win 0.949 0.974 94.94 7 0.038 0.002 

Splice 0.963 0.964 96.42 125 0.064 0.003 

 Auto 0.786 0.931 78.61 16 0.401 0.002 

 Contr5 0.546 0.731 54.58 10 0.605 0.003 

R
IP

P
E

R
 

Glass 0.782 0.797 79.69 13 0.741 0.002 

Soybean 0.966 0.966 96.62 34 0.084 0.002 

PB4 0.995 0.983 98.33 47 0.909 0.002 

Win 0.921 0.951 92.13 4 0.560 0.002 

Splice 0.782 0.797 79.69 13 0.741 0.002 

Auto 0.767 0.922 76.72 13 0.772 0.002 

Contr4 0.519 0.687 51.86 6 0.882 0.002 

R
G

* 

Glass 0.855 0.825 81.48 15 0.710 0.002 

Soybean 0.958 0.966 96.65 35 0.068 0.002 

PB4 0.995 0.984 98.35 50 0.680 0.002 

Win 0.932 0.955 93.04 6 0.128 0.002 

Splice 0.863 0.884 92.42 78 0.398 0.002 

 

Auto 0.779 0.928 77.04 14 0.624 0.002 

 

Contr4 0.538 0.692 52.89 7 0.781 0.002 

1: Databases; 2: Specificity, 3: Sensitivity; 4: Page Blocks; 5: contraceptive 

 

TABLE IV 

THE RESULTS OF WILICOXON TEST FOR COMPARING RG* WITH 

JRIP AND FURIA CLASSIFIERS 

Measurement Comparison Hypothesis p-value 

Sen1 RG* vs. RIPPER Rejected for RG* at 5% 0.046399* 

 RG* vs. FURIA Rejected for RG* at 5% 0.017756* 

Spec2 RG* vs. RIPPER Rejected for RG* at 5% 0.027708* 

 RG* vs. FURIA Rejected for RG* at 5% 0.017148* 

Acc. RG* vs. RIPPER Rejected for RG* at 5% 0.017960* 

 RG* vs. FURIA Rejected for RG* at 5% 0.017960* 

Size (Ri) RG* vs. RIPPER Not rejected 0.232508 

 RG* vs. FURIA Rejected for RG* at 5% 0.027281* 

AL (Ri)% RG* vs. RIPPER Not rejected 0.498962 

 RG* vs. FURIA Rejected for RG* at 5% 0.027992* 

OF (Ri) RG* vs. RIPPER Not rejected 1.000000 

 RG* vs. FURIA Rejected for RG* at 5% 0.045500* 

A “*” mean there is statistical difference with 𝛼 = 0.05 

1: Specificity, 2: Sensitivity 

 

TABLE V 

EVALUATION METRICS FOR CLASSIFIERS IN THE THREE PERIODS 

(P1, P2, P3) 

 Model performance metrics Interpretability 

metrics 

 TP 
rate 

TN 
rate 

Recall Acc. Size 
(Ri) 

AL 
(Ri)% 

OF 
(Ri) 

P1        
C4.5 0.91 0.95 0.91 86.16 57 1.00 0.00 
CDTree 0.90 0.96 0.90 84.88 51 0.38 0.00 

LADTree 0.88 0.97 0.88 85.15 31 0.35 0.00 

RIPPER 0.92 0.96 0.92 85.25 13 0.31 0.03 
RART 0.90 0.94 0.90 86.36 35 0.44 0.02 

RIDOR 0.93 0.93 0.93 84.40 30 0.47 0.02 

FURIA 0.92 0.97 0.92 87.22 18 0.51 0.02 

P2        
C4.5 0.85 0.90 0.85 85.91 55 1.00 0.00 

CDTree 0.85 0.90 0.85 83.90 35 0.25 0.00 

LADTree 0.88 0.90 0.88 85.91 20 0.24 0.00 
RIPPER 0.89 0.88 0.89 84.64 12 0.25 0.02 

RART 0.85 0.92 0.85 86.33 30 0.41 0.01 

RIDOR 0.84 0.90 0.84 83.42 20 0.29 0.02 
FURIA 0.89 0.91 0.89 89.36 22 0.27 0.02 

P3        

C4.5 0.93 0.95 0.93 93.58 18 1.00 0.00 
CDTree 0.91 0.94 0.91 92.54 14 0.72 0.00 

LADTree 0.92 0.95 0.92 93.66 14 0.48 0.00 

RIPPER 0.90 0.94 0.90 92.23 5 0.44 0.02 
RART 0.92 0.93 0.92 92.48 11 0.60 0.01 

RIDOR 0.90 0.94 0.92 92.09 8 0.60 0.02 

FURIA 0.92 0.97 0.92 94.44 12 0.70 0.01 
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values with respect to TN (97%), recall (92%), and accuracy 

(94.44%). However, this does not give FURIA the superiority 

of other algorithms. The FURIA algorithm remains the best 

algorithm in term of model performance matrices, while it 

generates the highest number of rules. The RIPPER algorithm 

saved its superiority in term of interpretability. 

Generally, the decision trees techniques generate high 

rules-size without overlap between rules, while rule-based 

algorithms produce the lower number of rules with more rule 

overlap values. Consequently, there is a negative relationship 

between the rules-size and rules-overlap obtained in all study 

periods (datasets). Based on this fact, we use rule-size and 

rules-average as indicators for selecting the algorithms. In 

addition, we can observe a negative relationship between MI 

(such as rules-size) and MB measurements.   

Finally, the observations showed that the RIPPER is the 

“best” algorithm in term of interpretability and the FURIA 

algorithm is the “best” algorithm in term of accuracy 

--Experiment II: 

In this experiment, the goal is to investigate the 

improvement gained by applying the RG* method on the 

students’ dataset during the three periods, then compare this 

improvement by those obtained in the first experiment. 

As shown in P1 of Table 6, one rule is added to the ruleset, 

and it leads to an increase in the average rule values from 

(60.4%) to (62.5%). However, this addition leads to 

improvement in the accuracy from (85.2%) to (86.1%). In P2, 

only two rules succeeded to improve accuracy from (84.64%) 

to (86.07). Unfortunately, it increases the rule size value by 

0.16%. Despite the increase, the superiority of the generated 

ruleset is saved in terms of interpretability. The best 

improvement appears in the last step by adding two rules to 

the generated ruleset that obtained 93.13. 

C. Analyzing the rules generated by the Framework 

In this section, we illustrate’ rules derived from the 

proposed framework to identify the features that are affecting 

the decision of the students and to understand the status that 

distinguishes the dropout and stopout. 

Frequently, the dropout decision is taken after the first mid-

term if a student has obtained less than 13 points in the mid-

term exam and if he has absented more than once and if the 

age is less than 19, and the family member greater than 4. The 

dropout decision is taken after the second semester if the 

previous GPA is 39-61, and the number of registered hours is 

less than 10 credit hours, and family income is less than 

NIS4,000 (the average income in Palestine is NIS 3,000 [99]) 

and if the teachers’ rating is less than 3.5. The dropout 

decision is taken after the final exam (of the second semester) 

if the student’s previous mark is less than 43. On this basis, 

we note that students’ assessments are key factors in making 

the decision to drop out. On the other hand, the stopout 

decision is taken after the first midterm-exam, if a student 

midterm mark is greater than 13, his age is higher than 19, 

and the number of registered courses is less than 15 credit 

hours; the family income of a student is less than NIS3,000, 

the high school branch for a student E or B, and the number 

of student absences is zero. The stopout decision may be 

made by a student after the second midterm exam if he 

achieves less than 19 points in the previous midterm exam, 

the GPA of the first semester is less than 60 and the family’s 

income is less than NIS3,000. 

For example, if a students’ evaluation points of the teachers 

and/or university is greater than 4.2, he is more likely to 

stopout. Also, the students who stopout at the first semester 

are more likely to stopout again at the second semester, 

especially, if the family income is over NIS4,400, the number 

of registered courses (at the second semester) is greater than 

6 credit hours and the evaluation score of teachers is larger 

than 3.5. (See the lists of rules below). 

The results of this paper can be used by educational 

managers, and collaborative applications [11] for the 

development of  a recommendation system where these rules 

are stored in the knowledge statements’. 

TABLE VI 

DESCRIPTION OF DATASET USED FOR THE SECOND EXPERIMENT 

 Acc. Size(Ri) AL(Ri) OF(Ri) 

P1 
RIPPER 85.25 13 0.604 0.01 

FURIA 87.22 18 0.747 0.03 

RG*. 86.10 14 0.625 0.01 

P2 

RIPPER 84.64 12 0.701 0.01 

FURIA 89.36 22 0.812 0.01 

RG* 86.07 14 0.797 0.01 

P3 

RIPPER 92.23 5 0.25 0.01 

FURIA 94.44 12 0.27 0.01 

RG* 93.13 7 0.75 0.01 

 

2. List of rules that identify stopout students’. 

 

 
 

 
1. List of rules that identify dropout students’. 
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V. CONCLUSION 

All educational institutions are interested in following up 

their students to make sure that they can graduate on a timely 

manner. Therefore, these institutions have interested in 

finding creative ways to deal with the withdrawal problem. 

The previous studies have proposed methodologies that 

estimate the number of enrolled students and to predict the 

number of drop-outs as well as the identification of the factors 

that affect students’ decisions. However, those studies did not 

differentiate between the different types of withdrawals. In 

addition, the studies concentrated on measured the 

performance of their proposed methodologies based on the 

accuracy of the prediction without taking into consideration 

the interpretability of their results. We introduce a new 

methodology that fill the gap in the existing methodologies 

by implementation a two-step process: Ensemble Learning 

and Filtering. The results improve of the resulting rules as 

they become more interpretable and higher level of prediction 

accuracy. The resulting rules help mangers to identify the 

factors that affect students’ withdrawal decision and to 

differentiate between the different withdrawal types. Our 

results improve the ability of the recommender systems’ 

developers using the resulting rules. 

Finally, it is worth to mentioning that the main limitation 

of the proposed method is its high complexity due to using 

multiple classifiers which is affected by the data size. This 

limitation is to be solved through future research work. 
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