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Interpolation-Based Gaze Tracking System
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Abstract—There are numbers of polynomial equations used
in a low-cost gaze tracking system with interpolation-based gaze
estimation; however, most of the polynomials are not statistically
validated. The objective of this study is to propose a new model
for low-cost gaze tracking system and perform a statistical
analysis to validate the model. The process consists of two main
steps. First, the candidate equations were constructed by finding
the relationships between the position on the screen and pupil-
glint vector. Then the equations matching the conditions were
chosen. The equations contain 8-9 terms with an acceptable
relation rate from the fitting process and are suitable with 9-25
calibration targets. Second, the statistical hypothesis testing to
test the null hypothesis that the coefficient of the equation is not
significant was performed for assuring that the obtained equa-
tions were validated. Afterward, the equations were merged into
the candidate model. The results reveal that the best model is
derived from the relationships between position X on the screen
and a pupil-glint vector with polynomial degree 3 and 1, and
the relationships between position Y on the screen and pupil-
glint vector with a polynomial degree of 2 and 2. The accuracy
of the model is 2.28°-2.51° for 12-25 calibration targets. The
accuracy can be further improved if the gaze estimation splits
is considered based on the screen areas: left, right and middle
area of the screen. The left region is mapped by the pupil-glint
vector of the right eye, the right region is mapped by the left
eye and the middle region is mapped by the average from both
eyes. By using a region based estimation at 5% of the sweep
distance, we can improve the accuracy of the model 3122 for
25 points of calibration from 2.28° to 1.96°.

We suggest that the cutting point at 5% of the sweep distance
can improve the accuracy from 2.28° to 1.96°.

Index Terms—Gaze tracking, Interpolation-based gaze esti-
mation, Mapping function, Model validation

I. INTRODUCTION

UMAN gazing indicates where we are looking at and
shows that the rich information is useful for many
applications, especially for those who are disables. For exam-
ple, people with Lock-in syndrome, a condition preventing
patients to move nearly all voluntary muscles in the body
except the eyes, need to gaze in order to communicate
with the others. Marketing research needs gazing data to
know whether people are looking at the right spots of
their advertisement. In user interface design, knowing where
people are looking at is crucially important to create the
proper interfaces. Researches in automobile use gazing data
of drivers to detect their instantaneous situation such as
paying attention to the road or feeling sleepy [1], [2].
Gaze tracking system, a system that tracks the eye position
and measures the eye-gaze direction, is the important tool for
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those applications mentioned earlier. Recently, there are some
commercial products available for the public. However, all of
those systems use special hardware like 3D camera or high-
resolution camera to track the eyes and are too expensive
to afford. On the other hand, many ongoing researches have
been trying to use ordinary and inexpensive cameras, like
web camera, to reduce the system’s cost in which larger
groups of people with disability are reachable. However,
due to the limitation of this type of hardware only some
methodologies are applicable.

One of the famous methods used in low-cost gaze tracking
systems is interpolation-based or regression-based gaze esti-
mation. This method uses general-purpose polynomial equa-
tions to map the eye gaze. There are various proposed forms
of polynomial equation suggested by many researchers, but
most of them are not yet statistically validated, especially in
the environment of low-cost gaze tracking systems.

Therefore, the aim of this work is to propose a new model
for web camera-based gaze tracking system and perform
statistical analysis to validate the constructed model. In this
paper, we present how the model is formulated relying on the
interpolation-based technique. The validation process is then
applied to ensure that the model is well-fitted and accurate.

This paper is structured as follows. Section II presents
the interpolation-based gaze estimation systems. The detailed
methodology for the generation of the polynomial used in the
system is provided in Section IIl. The experimental results
are found in Section IV and conclusions are presented in
Section V.

II. INTERPOLATION-BASED GAZE ESTIMATION SYSTEMS
A. Gaze tracking system

Most gaze tracking systems can be divided into two parts:
eye features extraction and gaze estimation [3]. The first
part is the process that extracts features from eye images.
The features consist of center of the pupil, iris spot, eyelid
position, eye corner location, and position of corneal reflec-
tion (glint) — reflection of the infrared light on the corneal.
Gaze estimation, which is another part of the system, consists
of mapping functions that map some features from the first
part to the coordinates on the screen to estimate the gaze
direction.

B. Low-cost Gaze tracking system

Although there are many studies reported in literatures
about the attempts to find the various polynomial models,
most of the research studies in low-cost gaze tracking system
still use simple models like quadratic function or linear
function. The work from [4], using ITU Gaze Tracker
software, demonstrated the use of this software with a low-
cost web camera that’s built with an infrared light. Moreover,
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[5] constructed the low-cost gaze tracking system that works
with ITU Gaze tracker. They tested the accuracy of their
system and compared it with a commercial one. The result
showed that low-cost system still had a lower accuracy
than that of the commercial system. However, both devices
offer an acceptable accuracy. In [6]-[8], they focused on
building a ‘Do-It-Yourself” head-mount gaze tracker. All of
their systems used low-cost web camera and used quadratic
function to estimate eye gaze. Researches from [9] and
[10] used quadratic function in their systems. However, they
concentrated on head pose estimation and the system worked
in a natural light environment. Work from [11] is another
study that paid attention to low-cost system in the natural
light. Nevertheless, this work was based on linear function
instead.

C. Interpolation-based (regression-based) gaze estimation

The regression method uses the general-purpose polyno-
mial equations with unknown coefficients to estimate the
gaze direction. The equation consists of two independent
variables for each of the response variables. The independent
variables are the coordinates  and y of pupil center of the
eyes extracted from the eyes’ image. In order to fix the error
position from the acquired image, most of the researches used
glint reflection from the infrared light source as a reference
point for pupil position and use pupil-glint vector to represent
x and y. The response variables are the coordinates X and Y’
of the eye-gaze direction on the screen. The model equations
for left and right eyes do not need to be the same. The
equation for mapping the position is represented by a form
of simple linear regression as:

(la)
(1b)

X =ap+ a1x + asy + asxy
Y = b(] + blx + bzy + bdify

Before performing gaze estimation, the method needs a
special process called “calibration process.” This process lets
users to gaze at some pre-defined specific points on the
screen. When the user is looking at a point, the positions of
calibration target points on the screen (z and y) and pupil-
glint vectors (X and Y') of the eyes image are collected.
Subsequently the coefficients ag...as, bg...bs are calcu-
lated using a linear regression. Finally, the gaze estimation
function is applied to the rest of the screen. However, the
shape of the eyes is almost spherical, so the relationship
between pupil-glint vector (point on the spherical object) and
position on the screen (point on the plane object) should be
constructed using a polynomial equation rather than a linear
equation. As a consequence, in most studies, the polynomial
equations are considered instead of the linear equations.

D. Polynomial model

There are many polynomial models used in the regression-
based gaze tracking. The common and widely used model
found in [12], [13], and also used in the open source software

“The ITU Gaze Tracker [14]” is:
X =a9p+ a1+ asy + asz? + a4y + a5y2 (2a)

Y = by + b1z + boy + bsz? + byxy + bsy?  (2b)

Quantities « and y refer to the normalized x and y compo-
nents of the pupil-glint vector of a specific eye at a specific
point in time. X and Y refer to the X-coordinate and Y-
coordinate of the ‘Point of Regard’” for the specific eye on
the two dimensional plane of the screen. The coefficient a;
and b; are determined through a calibration process. This
model works with both left and right eyes.

Research studies done by [12] and [13] used this model
with a video camera and two infrared light sources. It should
be noted that the ITU Gaze tracker program supports one
camera with both one and two infrared light sources.

Work in [15] used two cameras to make a 3D eye position
and one infrared light source. Their proposed model is
described by the two equations below.

(3a)
(3b)

X =ag+ a1x + asy + asxy
Y = by + bix + boy + bay?

Some researchers tried to find another model that provides
a good accuracy for the basic system with one video camera
and one light source. [16] studied over 400,000 models and
found that, increasing number of terms or the order of the
polynomial may not necessarily affect the system accuracy.
It is the same suggestion with work reported in [17]. From
400,000 models, they suggested two models that provide a
good accuracy and have a small number of terms. The first
one is

X = ag + a1z + azy + asz? (4a)
Y = by + by + baxz? + baxy + byx’y (4b)
and the second one is
X = ag + a1z + azz® + asy?® (5a)
Y = by + bix + bay + bsz?y (5b)

Another research by [18] built a system with one video
camera and one light source and tested 625 polynomial
models with multiple sets of calibration points. However, the
best accuracy model was different from the model proposed
by [16]. They claimed that this was from the different
environments. They proposed a model that has the best
accuracy if it is used with eight or more calibration points
while having a set of small terms. The model is given as
follows:

X =ag+ a1z + asx® + a3y2 + aqxy (6a)
Y = by + bz + box® + b3y + bay? + bszy + bgz’y  (6b)

Instead of using brute force techniques to find the best
fitting model, the work from [19], by using the same system
of their previous research, proposed the method to find the
causes of the polynomial equation. This method looked for
the relationships between one independent variable (while
controlling another one) with the response variable in the
same axis, such as finding the relationships between = and
X in the same Y position. After that, the coefficients of the
first relation were used to find the relation of another variable
again. The process is done like that in both response variables
X and Y, and both left and right eyes. The best model is
given as follows.

X = ag + a1z + as2® + aza® + asy + aszy

+agz? 3 (72)
6Ly + arr”y
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Fig. 1. Model construction process.

Y = bo + b1z + boa® + b3y + bay® + bszy + bez’y  (7b)

Nevertheless, the extended version of this research in-
creased participants from 9 to 25 persons and added up some
steps in the data capturing process [20]. The paper provided a
slightly differed polynomial model and showed slightly less
accuracy than the model from the previous research.

The reason that the simple models were chosen is that they
are common and provide the acceptable accuracy. However, it
is not clearly seen that the simple models are the best choices
without just the conclusion from the accuracy obtained
from the experiments, especially in a low-cost gaze tracking
system that was established by the web camera. Therefore,
research from [21] compared the accuracy of simple and
many other models that had been described in the previous
topic under the same environmental settings for low-cost
gaze tracking. The results showed that the model from [19]
provided better accuracy than simple models.

ITII. METHODOLOGY
A. Model construction process

The model construction and validation framework contains
four main processes, the framework is shown in Fig.1 and
outlined as follows.

(1) Data capturing and outliers removal - This process
is for capturing data for estimating the eye gaze and
removing the outliers occurred from image processing.
To remove the outliers, for every target point in each
experiment, we selected the acquired images in which
the pupil position or glint position lie within two
standard deviation of the mean and remove those that
lie outside two standard deviation of the mean. The
selection process on the left and the right eyes are done
separately.

(i) Model construction and validation - This process
used the relationships between gaze positions and pupil-
glint vector to construct the candidate equations. Then,
it is performed with the statistical hypothesis testing to
diminish the inessential coefficients. Finally, candidate
models were constructed by merging these equations.

(iii) Calibration target - This task is to setup of the
calibration simulation. This work simulated the gaze

Fig. 2. Hardware and environment configuration.

estimation results in five calibration sets with different
calibration points.

(iv) Accuracy calculation - With the gaze estimation
results, the accuracy was calculated by using the re-
maining calibration points.

B. Experimental setting

The gaze tracking hardware is composed of an ordinary
web camera and 20-inch LED monitor. The camera model
is WC-208 from SIGNO Technology Co., Ltd. It contains
three infrared LEDs built-in under the lens. The monitor
is the Samsung SyncMaster model LS20B300BS-ZA. The
resolution of the screen was set to 1600x900 pixels. The
video from the web camera was set to 30 frames per second
with a resolution of 640x480 pixels, and processed as binary
images. The monitor was placed in front of the participants
with a distance of 600 mm while the camera was attached
to the bottom side of the monitor with a distance of 220
mm from the eyes. The observers used a chinrest in order to
fix their head position while running the experiments. Fig.2
illustrates the hardware setting.

Twelve experimenters including eight females and four
males between the ages from 21 to 40 years old participated
in the study; the age average was 30.6 years old. Among the
participants, six of them have a normal vision whereas the
others were near-sighted and have astigmatism in both eyes.
One subject wore an eyeglass during the experiment while
two subjects used contact lenses. All of them had never taken
part with the eye-gaze experiment before.

C. Data capturing

TTo cover the significant area of the screen, the screen
was divided into 16x9 grids with a dimension of 100x100
pixels each. 144 calibration points were placed in the center
of grids, one by one, as shown in Fig.3. We used the ITU
Gaze Tracker program to collect the raw data (pupil and
glint position of both eyes in each target point). However,
this program only allowed 16 calibration target points to
be collected and does not offer an option to save the raw
data. So, we modified the program in such a way that it can
produce 16x9 calibration target points and can export raw
data for our study.

The modification of the ITU Gaze Tracker program can
display the calibration points and capture the pupil-center of
the eyes and the glint reflection from the IR light source. For
the capturing process, the participants were asked to look at
all calibration targets respectively and each point was shown
for 1 second. For each target, approximately 30 pupil-glint
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Fig. 3. 144 calibration points used in data capturing process.

images were captured. Three data sets were collected from
each participant.

Due to the limitations of the low-resolution camera, some
outliers had to be eliminated before moving to the next step.
These data were later used in the calibration procedure for
various combinations of calibration target arrangements and
mapping models.

D. Model construction and validation

From the work done in [22], they fitted the model by
using the relationships between gaze positions and pupil-
glint vector in the same row/column of calibration point.
Afterwards, the first relation was used to find the relation of
the overall model. Then the validation process with statistical
hypothesis testing was performed to check if all coefficients
are significant. However, there were many candidate poly-
nomial models that could fit the relation by just considering
the coefficient of determination, R?, which is the quantity to
indicate the fitness of the model that was used in most model
fitting problems, [23] is an example. Therefore, in this study
we constructed the model in a different manner outlined.

The explanation of the numbering associated with the
model is described as follows. Number of the model means
the degree of polynomial in the relationship of full-size
model. For instance, 3122; 31 is polynomial for X and 22
is polynomial for Y. 31 which means that the relationship
between X and pupil-glint vector = is a polynomial degree
3, and the relationship between coefficient a, b, ¢, d and
pupil-glint vector y is a polynomial degree 1. 22 which
means that the relationship between Y and pupil-glint vector
y is a polynomial degree 2, and the relationship between
coefficient a, b, ¢ and pupil-glint vector x is a polynomial
degree 2. Below, we explain the two-step model construction
and validation.

1) We first formulated the possible polynomial equations
from the number of the relationships between gaze
positions and pupil-glint vector [19], [20], [22]. Then
we tested them with the normalized average data. From
our experiment, the two best equations are 31 and 22
equations. The 31 equation came from the first relation-
ship between z and X that is the polynomial degree
3, then the relationships between coefficients a,b,c,d
and Y are the polynomial degree 1. The equation for
Y was created by the same polynomial degree. This
equation has eight terms and is in the form of

X = apz®y + a12® + asz®y + asz® + asxy (82)
a
+asx + agy + ar

Y = boyPx + b1y® + boyPx + b3y? + bayx
+bsy + bgx + b7

The 22 equation came from the first relationship be-
tween = and X that is the polynomial degree 2, then
the relationships between coefficients a, b, ¢ and Y
are the polynomial degree 2. The same approach was
repeated to derive a model for Y. This equation has
nine terms and is given below.

(8b)

X = apx®y® + a12%y + agx® + azxy® + asvy 9a)
a
+asz + agy® + ary + ag

Y = boy’a” + b1y’ + boy” + by + bayx
+bsy + bz + brx + b

2) From the full-size equation obtained from step 1),
we tested the null hypothesis that the coefficient of
the equation is equal to zero (no effect). The null
hypothesis is rejected when p-value < .05. The stored
data of 144 calibration points from all experiments was
used in this process. The testing was separated into four
conditions operating with four groups of data:

(9b)

a) Test for X in left eye: This condition operates
with the positions X on the screen, the pupil-glint
vectors X and the pupil-glint vectors y of the left
eye.

b) Test for Y in left eye: This condition operates
with the positions Y on the screen, the pupil-glint
vectors x and the pupil-glint vectors y of the left
eye.

c) Test for X in right eye: This condition operates
with the positions X on the screen, the pupil-glint
vectors x and the pupil-glint vectors y of the right
eye.

d) Test for Y in right eye: This condition operates
with the positions Y on the screen, the pupil-glint
vectors x and the pupil-glint vectors y of the right
eye.

From this process, some coefficients that are insignifi-
cant to the equation were removed. Then four candidate
models were constructed by merging these two equa-
tions. The models are 3131, 3122, 2231 and 2222. The
details are presented in Section IV.
The candidate models for X and Y are shown in Table I
and Table II, respectively. Model from [19] gives the best
accuracy as appeared in the literatures and models from other
researches [21] are also used to compare with our proposed
model.

E. Calibration targets

There is a fact that more calibration targets should provide
better accuracy. On the other hand, more calibration targets
take more time to calibrate and make the user’s eyes fatigue.
The acceptable solutions compromising the accuracy and
time that have been used in many researches [4], [16], [18],
[24] are found to use 9 to 25 calibration points that take the
calibration time in less than a minute.

This work used the stored data of pupil-glint vector in
144 calibration points to simulate the calibration process. We
set up five different calibration sets, which vary the number
and arrangement of targets as displayed in Figs. 4-8, and
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TABLE 1
THE CANDIDATE POLYNOMIAL MODEL FOR X USED IN OUR
EXPERIMENT

No.  Model eye Polynomial for X

| 3131 Left x3y,x3,x2y, $2,:vy,$,y, 1
Right oy, z°, x%y, T, Y, T, Y, 1
5 3122 Left z3y,rs,a¢2y, 172,%?!7337% 1
* Right oy, x>, xdy, 2, vy, T, Y, 1

3 2931 Left 22y?, 22y, 22, xy?, vy, z, y3, v, 1
- Right x2y?, 2%, ay?, vy, 2, 4%, y, 1

Left 12y2,x2y,12,zy17$y,$792»y:1
4 2222 nght £E2 2,:}62,00y2,$y,17y27y7 1
5 [19] Left xf’y,xg,IQy, 352,510,1%1/: 1
nght xT y,z3,z Y, T :x’zyvyzl

Note: For simplicity, polynomials are written without coeffi-
cients. The polynomial by z2y-+box+bsy-+by is, for example,
written as z2y, z,y, 1

TABLE 1T
THE CANDIDATE POLYNOMIAL MODEL FOR Y USED IN OUR
EXPERIMENT

No.  Model eye Polynomial for Y

Left 3

1 3131 vz, y3 vz, 92, yz,y, 2, 1
Right vz, 3 v%e, %y, y, 2, 1
’ 3122 Left y2x2 y2z,y?, y2?, y, 22, z, 1
Right y2z, v, ya? yx,y, 2%, 2, 1
3 ooy Left vz, v, v%2, 9%y, y, 2, 1
Right v, y3, v, 92, ya,y, @, 1
4 229 Left y22? y2x,y?, y2?,y, 22, x, 1
Right vz, y%, yo?, yz,y, 2%, 2, 1
5 o et 22y, ey, y, 22, z, 52, 1
Right 22y, xy,y, 22, 2,2, 1

Note: For simplicity, polynomials are written without coeffi-
cients. The polynomial by x2y+b2x+b3y+b4 is, for example,
written as x2y, z,y, 1

1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16
1|e . .
2
3
4
5)e 3 .
6
7
8
9 e . .

Fig. 4. Positions of calibration point in 9 calibration targets.

selected the data at a specific point of calibration. The pattern
of the calibration sets displayed symmetry because of two
reasons. First, the accuracy leans to be best in the middle
of the screen and worst in the corner/border of the screen
[25]. Therefore, the calibration points must cover all corners
and borderlines in order to reduce the errors. Second, setting
calibration points in the same lines of both X and Y axes
provide more data at the same value X or Y to the equations.

The chosen points that are related to each set of the cali-
bration were used to find the coefficients of the polynomial
model from the previous section. The calibration process was
done individually on all participants and experiments.

1 2 3 4 5 6 7 8 9 1011 1213 14 15 16
1|e . . .
2
3
4
5)e . . .
6
7
8
9 e . . .

Fig. 5. Positions of calibration point in 12 calibration targets.
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Fig. 6. Positions of calibration point in 16 calibration targets.

1 2 3 4 5 6 7 8 9 1011 1213 14 15 16
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Fig. 7. Positions of calibration point in 20 calibration targets.
1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16
1|e . . o .
2
3| e ° ° o .
4
5|e 3 ° . °
6
7| e . . o .
8
9 e ° o . .
Fig. 8. Positions of calibration point in 25 calibration targets.

F. Accuracy calculation

The accuracy of mapping function means that the distance
between the actual gaze direction and the measured gaze
direction in degrees [25], [26]. Fig. 9 illustrates the concept
of accuracy measurement for gaze mapping. Low value of
accuracy is better than high value of accuracy. The actual
gaze direction is the position of calibration point while the
measured gaze direction is the result from polynomial model
calculation. To compute the accuracy, this work used all
data of 144 calibration points, except for the point used in
calibration targets in each participant/experiment, to calculate
the average accuracy of the model in all calibration sets.
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Fig. 9. Accuracy measurement in degree.

TABLE III
P-VALUES OF STATISTICAL HYPOTHESIS TESTING OF POLYNOMIAL
DEGREE 3, 1
Test for

Coefficients XLeft YLeft XRight YRight
ao / bg 9.00x10~104 2.40x10—198 0 240x10~198
a1 /by 0 0 0 0
az /by 2.58x107197 1.10x10~168 38110318 1.10x10~168
a3z / bz 0 0 7.70x10—298 0
ag /by 2.67x10731 2.79x10-123 0 2.79x10123
as / bs 0 1.59x 10205 0 1.59x 10205
ag / bg 3.97x107397 4.54x10-54 0 4.54x1054
a7 / by 0 0 0 0

Note: P-value in boldfaced mean accepted the null hypothesis.

IV. EXPERIMENTAL RESULTS
A. Derivation of the equation with polynomial degree 3, 1

From the full-size equation explained in the previous
session, we test the null hypothesis that the coefficient of
the equation is equal to zero (no effect). The p-values of
four conditions are given in Table III.

From the results, all coefficients are likely to be meaning-
ful to the model equations. So, the validation equation for
X and Y, both left and right eyes are the same as full-size
equation. The equations for X and Y are given as:

Xreft,Right = @0y + a12° + ax2®y + azz?

(10a)
+asmy + asT + agy + az

Yiert,Right = boy?’x + b1y3 + bgyzx + b3y2

(10b)
+bayz + bsy + bex + by

B. Derivation of the equation with polynomial degree 2, 2

In order to derive the equation with the polynomial degree
2, 2, the similar process with the derivation of the polynomial
degree 3, 1 was performed. The p-values of four conditions
are displayed in Table IV.

Table IV shows that some coefficients are insignificant to
the equations. So the reduced equations for X and Y are
summarized below.

Xpeft = ao:c2y2 + a1$2y + a2x2 + a3xy2 + asxy

+asz + agy® + ary + as (11a)
Yiepe = boya? + biy?a + bay® + byya® + bsy
+bex? + by + bg (11b)
XRight = CL0332y2 + azz® + agxy2 + asxy + asx
+aey® + ary + as (1)
YRight = b1y>® + boy® + bayx® + byyx + bsy (11d)

+bsx? + by + bg

TABLE IV
P-VALUES OF STATISTICAL HYPOTHESIS TESTING OF POLYNOMIAL
DEGREE 2, 2
Test for
Coefficients XLeft YLeft XRight YRight
ap /by 470x10719 248x10~% 1.45x10727  0.227804
a1 /by 1.05x10782 1.39x10~5  0.207135 5.52%x10~9
az /by 2.64x107193 2.5%x10282 0 0
a3z /by 5.81x1076% 1.13x10~11 7.12x10~22 0.00463
ag /by 453x10770  0.059075 3.26x107° 1.18x10750
as / bs 0 0 0 0
ag / bg  9.55x1073 1.7x10717 4.15x1078% 5.67x10~7
a7 /by 5.80x10727 1.6x10~% 2.00x107188 25x10-105
ag / bg 0 0 0 0

Note: P-value in boldfaced mean accepted the null hypothesis.

C. Derivation of the candidate models

After validating the equations, we merge them into four
sets of candidate models 3131, 3122, 2231 and 2222. The
patterns of merging models on left and right eye are the
same. However, the models may be different based on the
validated equations. Each model can be described below.

o Model 3131. This model uses the polynomial degree 3,
1 in both X and Y equations. Because this equation is
full-size, the model equations of the left and the right
eye are the similar. The models equations can be written

as follows.
XieftRight = 002y + a12° + as®y + agx’ (12a)
Faszy + asx + agy + ar
Yiest.right = boy’x + by’ + bay’e + bay®
Left,Right oY 1Y 2l 31 (12b)

+byyx + bsy + bex + by

o Model 3122. This model uses the polynomial degree 3,1
in X equation and polynomial degree 2,2 in Y equation.
For this model, Y equations of left and right eye are
different based on the validated equation. The model
equations are shown below.

3 3 2 2
XLeft,Right = aoT"y + a1x” + asx”y + azx

(13a)
+asxy + asx + agy + ar
Yiept = boy’a? + by’ + bay? + byya? (13b)
+bsy + bz + brx + b
Yright = b1y°x + bay® + byya® + by + bsy (130)

+bex? + by + b

e Model 2231. This model uses the polynomial degree
2,2 in X equation and the polynomial degree 3,1 in
Y equation. For X,;g5¢ equation, the polynomial is
reduced and the polynomial is the full-size for X;.s;
equation. The models could be written as the following.

Xieft = a0x2y2 + aley + asz? + agny

; (14a)
+aqry + asx + agy” + ary + as
XRight = aoz’y? + asz® + azzy® + aszy (14b)
+asz + agy® + ary + as
Yieft Right = boy° T + b1y® + bay?x + bzy?
' (14¢)

+b4y$ + b5y + b(g,.’)? + b7
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TABLE V
AVERAGE ACCURACY (IN DEGREE) OVER 12 PARTICIPANTS WITH THREE
REPETITIONS FOR EACH MODEL WITH 9 AND 12 CALIBRATION TARGETS.

9 calibration targets 12 calibration targets

Model Average  Left Right  Average Left Right
3131 3.90 3.77 4.04 2.66 2.66 2.65
3122 3.75 3.54 3.97 2.51 2.50 2.52
2231 3.30 3.33 3.26 2.79 2.75 2.83
2222 3.11 3.09 3.13 2.63 2.58 2.68
[19] 3.71 3.46 3.97 2.53 2.50 2.57

Note: The best accuracy for every calibration configuration is
boldfaced.

TABLE VI
AVERAGE ACCURACY (IN DEGREE) OVER 12 PARTICIPANTS WITH THREE
REPETITIONS FOR EACH MODEL WITH 16 AND 20 CALIBRATION
TARGETS.

16 calibration targets 20 calibration targets

Model Average Left Right  Average Left Right
3131 2.45 2.46 2.45 2.40 2.38 2.43
3122 2.40 241 2.39 2.33 2.34 2.33
2231 2.54 2.53 2.55 2.45 247 2.43
2222 247 2.48 247 2.38 242 2.33
[19] 2.44 242 245 2.36 2.34 2.39

Note: The best accuracy for every calibration configuration is
boldfaced.

e Model 2222. This model uses the polynomial degree 2,2
in both X and Y equations. Like the first three models,
the model equations are given below.

Xieft = a0x2y2 + alxzy + a2x2 + agccy2

9 (15a)
+aqry + asx + agy” + ary + as
YLeft = b0y2$2 + blyzx + b2y2 + b3y$2 (]5b)
+b5y + b6$2 + b7l‘ + bg
XRight = aoffgy2 + azmz + a3$y2 + asxy (15¢)
c
+asz + agy” + ary + as
Yrioht = biy?x + bay? + byyx?® + bayx + b
Right 1Y 2Y 3Y 1Y 5Y (15d)

+b6$2 + b7(£ + bg

D. Accuracy of candidate models

The average accuracy over 12 participants with three
repetitions for each model and calibration targets is shown
in Tables V-VII. For the case of 9 calibration targets, model
2222 gives the best result with the average accuracy of 3.11°.
But the accuracy is very low. For the rest of the calibration
sets, model number 3122 provides the best result for all left
and right eyes, and definitely, the average accuracy of 2.50°
to 2.28°, respectively.

To ensure the validation process, the best proposed model
(model 3122) is compared to the same model before perform-
ing the validation. Table VIII presents the accuracy results
for 9, 12, 16, 20 and 25 calibration targets. From the table,
the full-size model provides less average accuracy than the
validated ones for 9 and 25 points of calibration, in particular.
Also, it gives the similar results for 12, 16 and 20 points
of calibration cases. It confirms that the deleted terms were
absolutely insignificant to the model.

Fig. 10-14 demonstrated the distribution of accuracy of
our best proposed model against the X and Y positions of

TABLE VII
AVERAGE ACCURACY (IN DEGREE) OVER 12 PARTICIPANTS WITH THREE
REPETITIONS FOR EACH MODEL WITH 25 CALIBRATION TARGETS.

25 calibration targets

Model Average  Left Right
3131 2.32 2.31 2.33
3122 2.28 2.29 2.27
2231 2.38 2.40 2.36
2222 2.33 2.36 2.30
[19] 2.31 2.30 2.32

Note: The best accuracy for every
calibration configuration is bold-
faced.

TABLE VIII
AVERAGE ACCURACY (IN DEGREE) COMPARING BETWEEN MODEL 3122
AND THE SAME MODEL BEFORE VALIDATION.

Calibration Our proposed model ~ Model before validation
targets Average Left Right Average Left Right

9 3.75 354 397 3.84 3.64 4.04

12 2.51 250 252 2.51 249 254

16 2.40 241 239 2.40 241 240

20 2.33 234 233 2.33 234 232

25 2.28 229 227 2.30 230 229
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Fig. 10. Distribution of accuracy of model 3122 in 9 points of calibration.

the target points in every configuration. Y-axis is reversed
because the position of the screen starts at th top-left corner.
Accuracy is showed by using the size of a bubble. Bubble
with minimum radius indicates an average error at that target
point below 2.5°. The positions that contain no bubbles are
the points of calibration, no accuracy evaluation at these
positions. Bubble represents an average error between 2.5°
to 3.5° which is the medium size, while the biggest one
represents an average error over 3.5°. The figures show
that increasing the calibration points is helping to diminish
the errors, and the best results come from 25 points of
calibration. In this configuration, most target points have and
error that is less than 2.5° and a few points that the errors had
an excess of 2.5° locating at the corner areas of the screen.

According to the proposed method, we suggest that model
3122 with 25 calibration points is the best solution for low-
cost gaze tracking system as it delivers the best accuracy
both in average and distribution.
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Fig. 11. Distribution of accuracy of model 3122 in 12 points of calibration.
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Fig. 12. Distribution of accuracy of model 3122 in 16 points of calibration.
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Fig. 13. Distribution of accuracy of model 3122 in 20 points of calibration.

E. Increasing the accuracy by using region estimation

This subsection describes the way to improve the accuracy
of the system by considering the area of the screen that the
subject is looking at based on the length of pupil-glint vector.
This stems from the fact that when the subject looks at the
left side of the screen the pupil of the left eye must move to
the left side of the eye while the glint deviates to the right
side of the eye. In addition, because the eye is spherical, this

X position of the screen
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Fig. 14. Distribution of accuracy of model 3122 in 25 points of calibration.

leads to the distortion of the distance of pupil-glint vector of
the left eye in the horizontal plan. The distance vector at the
right eye in the X-axis, on the other hand, has less distortion.
It should be noted that the pupil and glint are on the same
side of the eye. In contrast, when the subject gazes at the
right side of the screen the distance vector at the left eye is
less distorted than from the right eye. These distortions are
the cause of errors estimation in gaze mapping.

We increase the accuracy of eye gaze estimation by
splitting the gaze mapping into 3 regions, as described below.

o Gaze mapping at the left region of the screen: The eye
gaze is estimated by using only the pupil-glint vector
from the right eye.

o Gaze mapping at the right region of the screen: The eye
gaze is estimated by using only the pupil-glint vector
from the left eye.

o Gaze mapping at the middle region of the screen: The
eye gaze is estimated by using the average of gaze
estimation from both left and right eyes.

In calibration step, we added that this is the process to
calculate the average distance of pupil-glint vector in the
X-axis, both left and right eyes, when the subject looks at
the target points at the left edge and the right edge of the
screen. This process was done as an individual experiment.
The sweep distances of the left and the right eyes can be
estimated by this process. Then, the left region of the screen
is determined by the percentage of the sweep distance of the
right eye. Similarly, the right region of the screen is defined
by the percentage of the sweep distance of the left eye. The
other distance value of pupil-glint vector in the X-axis means
the eye is gazing at the middle region of the screen. Fig.
15 shows the selection areas of left and right regions. The
distances d; and ds are the sweep distances of left and right
eyes, respectively.

Our best proposed model, model 3122 at 25 points of
calibration, was used to test with the various percentages of
the sweep distances (both left and right eyes) at 5%, 10%,
15%, 20% and 25%, consequently. The accuracy results are
presented in Table IX. From the results, cutting left and right
areas at 5% of the sweep distance offer the best average
accuracy of 1.96°. This is higher than the average accuracy
obtained from the previous step.

Figure 16 displays the distribution of accuracy of 5%

(Advance online publication: 1 February 2019)
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Fig. 15. The selections of gaze mapping at the left and right regions of the screen.

TABLE IX
AVERAGE ACCURACY (IN DEGREE) OF REGION ESTIMATION IN VARIOUS
PERCENTAGE OF THE SWEEP DISTANCES.

Percentage (%)  Accuracy
5 1.96
10 1.97
15 1.97
20 1.99
25 2.01
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Fig. 16. Distribution of accuracy of region estimation at 5% of the sweep
distance.

region estimation against the X and Y positions of the target
points in every configurations. This figure shows that the
distribution of accuracy had also improved. Most targets have
an error that is less than 2.5° and none of them have an error
that is greater than 3.5°.

V. CONCLUSIONS

In this paper, we presented a framework for a low-cost
gaze tracking system. A model setting and calibration process
with confidence illustrated that the system can operate under
the best condition according to the operating environment

and a user who is using it are clearly explained. We have
proven that, for the low-cost gaze tracking system, the
reliability of the derived polynomial model can be assured
by doing a statistical hypothesis testing. Candidate models
were constructed by choosing the equations that provide
great relationships between position on the screen and pupil-
glint vector. The suitable candidate models for the system
contain 8-9 terms because the other models that were more
complicated need more calibration targets and this resulted
in a problem of eye fatigue. Then, the null hypothesis
testing was conducted to ensure that the coefficients of the
equation are not significant with the p-value < 0.05 that was
performed. Four candidate models, 2222, 2231, 3122 and
3131, were built according to the proposed process and tested
for the accuracy of the candidate models. We compared the
accuracy with the model from [19] which had been reported
that, in the low-cost gaze tracking system, they gave a better
accuracy than those of the simple models [21].

Our proposed model (model 3122) provides the greatest
performance than that of the champion [19] for most of the
calibration targets. The resulting accuracy also suggests that,
based on the proposed method, nine calibration targets may
not be suitable for low-cost system. We also suggest that
the combination of model 3122 with 25 calibration targets
is the best for the low-cost gaze tracking system under the
normal environment system setting. The time consuming was
found to be less than a minute for the calibration process and
the obtained model delivered an average accuracy of 2.28°.
This accuracy is acceptable for many practical applications.
Moreover, we presented a way to increase the accuracy by
splitting the gaze estimation into three regions including the
left, right and middle areas of the screen. We found that the
cutting point at 5% of the sweep distance can improve the
accuracy from 2.28° to 1.96°.

Finally, since the calibration time for each model is
less than a minute it allows most real-time processing to
be possible. This results in the usability of the proposed
method, especially when being equipped with a very low
price hardware.
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