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Some New Fractional Integral Inequalities in the
Sense of Conformable Fractional Derivative
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Abstract—In the paper, basing on the definitions of the
conformable fractional derivative and integral as well as the
properties of fractional calculus, the authors present some new
fractional integral inequalities, from which explicit bounds for
concerned but unknown functions are derived. Basing on these
inequalities, the authors also establish Volterra-Fredholm type
fractional integral inequalities. These inequalities generalize
some existing results in the literature and can be used in the
research of certain qualitative properties such as boundedness
and continuous dependence on the initial value of solutions of
fractional differential equations. The authors also present some
applications of the main results.
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I. INTRODUCTION

Fractional differential equations(FDEs) are widely used
in various domains including engineering, physics, biology,
signal processing, systems identification, control theory, fi-
nance, fractional dynamics and so on [1-3]. In particular,
the fractional derivative has proved to be very useful in
describing the memory and hereditary properties of materials
and processes. One of its most important applications is
to model the process of subdiffusion and superdiffusion of
particles in physics, where the fractional diffusion equa-
tion is usually used for modeling this movement. Recently,
various aspects for fractional diffusion equations have been
researched by many authors. In [4,5], the authors proposed
two effective methods for finding numerical solutions of
fractional differential equations, while in [6,7], the authors
proposed certain methods for finding analytical solutions or
numerical solutions of fractional differential equations. In
[8-10], qualitative and quantitative properties of solutions of
several fractional differential equations were investigated.

In the research of FDEs, seeking solutions of FDEs are
a hot topic, and have been paid much attention by many
authors. However, in most cases, it is difficult to obtain
exact solutions for FDEs due to the complexity of fractional
operators and fractional calculus. Thus, it becomes very
important to research qualitative and quantitative properties
of solutions of FDEs.

It is well known that inequalities especially the Gronwall-
Bellman type inequalities play an important role in the
research of qualitative and quantitative properties of
solutions of differential and integral equations, difference
equations and dynamic equations on time scales. During
the past decades, a lot of various differential and integral
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inequalities (see [11-18] for example), difference inequalities
[19-20], dynamic inequalities on time scales [21-26] have
been established. These inequalities play an important role
in the research of boundedness, global existence, stability
of solutions of differential and integral equations, difference
equations as well as dynamic equations on time scales. In
the investigation of various inequalities, some fractional
differential and integral inequalities have been established
(see [27-31] for example), which have proved to be very
useful in the research of solutions of certain fractional
differential and integral equations. However, for some
fractional differential and integral equations as well as
some Volterra-Fredholm type fractional equations with more
complicate forms, for example,

Diu(t) = fr()[wr (u(t)) + I%(fa(t)wa (u(®)))]P, t =0,

the existing inequalities in the literature is inadequate
for the research of qualitative properties of solutions
of them, and it is necessary to establish new fractional
differential and integral inequalities so as to obtain the
desired results.

In this paper, based on some basic properties of the
conformable fractional derivative and fractional calculus,
we establish some new fractional integral inequalities, and
based on them, present some new Volterra-Fredholm type
fractional integral inequalities. The present inequalities can
be used to research qualitative properties of solutions of
some fractional differential and integral equations with
certain forms.

Definition 1 [32, Definition 2.1]. The conformable
fractional derivative of order « is defined by

1—ay
DR 1) = ti LEF 201D 110)

Definition 2 [32, Definition 3.1]. The conformable
fractional integral of order « on the interval [0,¢] is defined
by
e t ax—
I f(8) = fi 1 (s)ds.
The following properties can be easily proved due to the

definition of the conformable fractional derivative and the
conformable fractional integral:

(1) D¥af(t) +bg(t)] = aD*f(t) + bDg(2).
(i) D(17) = A7,

(iid) D[f(t)g(t)] = f(£)Dg(t) + g(t) D f(1).
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(tv) D*C = 0, where C is a constant.

(v) D flg(0)] = folg(D1DF g(2).

(vi) Dy () = LT (t;;(t‘)f(t)D“g(t).

(vii) D f(t) =t~ f'(t).
(viid) D (I*f(t)) = f(t)

(iz) I (D f(t)) = f(t) — f(0) on the interval [0, ].

Many authors have investigated various applications of the
conformable fractional derivative (see [33-36] for example).

The paper is organized as follows. In Section 2, we present
the main inequalities, and derive explicit bounds for unknown
functions by use of these inequalities. In Section 3, for
illustrating the validity of the established results, we apply
them to research boundedness and continuous dependence on
initial value for the solutions of certain fractional differential
equations. Some conclusions are given at the end of the

paper.

II. MAIN RESULTS

First we consider the following fractional integral
inequality

u(t) < a(t) +b(t) fy 5* 7 f(s)wi (uls))
+ Jo €7 g(§)wa(u(§))dg]Pds, t >0, (1)

that is,

u(t) < a(t)+
b(E)I{f (8)[wr(u(t)) + I (g(t)wa (u(t)))]}, t 20, (2)
where 0 < « < 1, the functions w, f, g, a, b, wi, ws

are nonnegative continuous functions defined on ¢ > 0 with
a, b, w1, we nondecreasing, p > 0 is a constant.

= oo

Theorem 1. Define J(v) T()]pdr,
2

and assume J(v) < oo for v < oo. If the inequality (1)
satisfies, then one has the following explicit estimate for (¢):

u(t) < J7H{J(a(t))
() fy s* 7 F(8)[1+ f§ €6 g(e)dePds}, t> 0. (3)
Proof. Fix T > 0, and let t € [0, T]. Set
o(t) = a(T) + b(T) fy s~ f(s)lwn (u(s))
+ Jy € g(E)wn (u(€))de P ds.

= a(T) + b(T)I{f () [wr (u(t) + I*(g(H)wa (u(t)))]}-

u(t) <w(t), t€[0,T]. (4)

Since w, f, g, wi, ws are continuous, then
there exists a positive number A; such that
lg(&)wa(u(§))] < Ay for &€ € [0,s], s € [0,t] and

t € [0,¢], where e > 0. So for t € [0,¢], one has
o € g unu(@)de] < Ay frentde = A
which 1mp11es the integral fo €7 1g(&wa(u (5))d§ is
convergent. So there exists a positive number A, such that

[f(s)lwi(u(s)) + [y €4 g(O)wa(u(€))dE]?] < Az. Then

one has

a(T) <v(t)=a(T)+b

T) fy 5%~ f(5)wn
+ [ €27 g(€)wa(u(€))de]Pds

< a(T) + Azb(T) f s 1ds

(u(s))

_ o) + A

From above one can see v(0) = a(7). On the other
hand, there also exists a nonnegative number Ajs such

that | f(s)[wi(u(s)) + [ &> g(Owa(u(€)de]?] > As
for s € [0,t]. So combining with the uniformly
convergence of the integral denoted by v(t), one can obtain

v(t) > b(T)As f 527 1ds %. Furthermore,
v'(¢) > b(T)Ast*™ s > 0 for ¢ > 0, which implies v(¢) is
nondecreasing for ¢ > 0. So under the condition that wy, ws
are nondecreasing, by use of the properties (iv) and (viii),
one can obtain

Dgo(t) = b(T) f(#)wr (u(t)) + [y €2 g(€)wa(u(€))de]?
< (D) f(E)[wr (v(t) + fJ €0 g(&)wn(v(€))de)?
< B(T)f(E)wr (v(t)) +wa(v(t) fy €27 g(§)de]
<B(T) B+ fy €2 Lg(€)de]Plwn (v(t) + wa(v(t))]P,

which implies

Deult)
(D) +wr P = M

By use of the property (v), one can obtain

L+ [y €2 1g(€)de]P.

. - Du(t)
DI = Grm) T wa@)P
<B(T)f(1)[1+ [ € g (€)dEP, (5)

Substituting ¢ with s, fulfilling fractional integral of
order « for (5) with respect to s from 0 to ¢, together with
the use of the property (ix), one can deduce

J(v(t)) = J(v(0))
f Pl 1f

Wthh 1mp11es
v(t) < JHJ(a(T)) +b
Jo €719(6)

Furthermore,

1+ [5 €1 g(€)de]Pds,

T) fy s L f(s)[1+
d¢]Pds?. (6)
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u(t) < J7HJI(@(T) +b(T) [y s> f(s)[1+

J €2=1g(€)delrds}, t € [0,T). 7)

Letting t =T in (7), one can obtain
w(T) < J~H{J(a(T))+

B(T) fif 5@ f(s)[1+ [ €4V g(€)de]Pds). 8)

Since T is selected arbitrarily, substituting 7' with ¢
in (8), one can deduce the desired result.

Lemma 2. Suppose a,b,z,y > 0. If 0 < v < 1,
then (a + x)7 < a” + z7.

Proof. Set f(z) = (a + )7 — [a” + 27]. Then f(0) = 0,
and f'(z) = ~(a + 2)""! — 2771 < 0. So f(x) is
decreasing for « > 0, and the proof is complete.

Theorem 3. Under the conditions of Theorem 1,
furthermore, assume 0 < p < 1, a, b are not necessarily
nondecreasing, wi, we are subadditive and submultiplicative,
that is, for Voo > 0, 8 > 0, w;(a+ ) < w(e) + w(B) and
wi(af) < w(a)w(B), i = 1,2 always hold. If the inequality
(1) satisfies, then for ¢ > 0, one has the following explicit
estimate for wu(t):

u(t) < a(t) +b(t)J~H{J(Hi(t)+

Jo 5@ F()[wi(b(s)) + [y €27 g(€)wa(b(E))dE]Pds}, (9)
where

Hi(t) = [y s*71f(s)[wilals))+

Jo €7 g(E)wa(a(€))de]Pds.
Proof. Denote v(t) by fot s27Hf(s)[wi(u(s)) +
f(f £ g(E)wa(u(€))dE]Pds. Then u(t) < a(t) + b(t)v(t).

Similar to the analysis in Theorem 1, one can obtain v(t) is
nondecreasing, and v(0) = 0. Furthermore,

(10)

o(t) < fy 527 f(s)lwn(als) + b(s)u(s))
+ Jo €7 g(E)wa(a(€) + b(€)v(€))de]Pds

Under the assumptions 0 < p < 1, and that wy, we
are subadditive and submultiplicative, together with the use
of Lemma 2, one can deduce

v(t) < fy 7 f(5)[wi (a(s)) + wi (b(s)v(s)

+ Jy €27 19(O)ws(a(€)) + wa (b(€)v(&))]de]Pds

< fy ¥ f()wn(als)) +wi (b(s))wi (v(s)

+ Jy €271 9(O)wa(a(€)) + wa (b(€))ws (v(€)))de]Pds

< Jo 7L ()i (als) + [y €27 g(€)wa(al€))de]rds

+ Jo 577 (8) wn (b(s))wn (v(s))

+ Ji €71 g(&)[wa (b(€) wa(v(£))]de P ds
= Hi () + fy 5% £(5)wr (b(s))wn (v(5))
+ Jy €71 g(€)wa (b(E) wa(v(€)) e ds,

where H;(t) is defined in (10).

(11)

By the similar analysis as in Theorem 1, one can see
H;(t) is nondecreasing. If we fix T' > 0 and let ¢ € [0, T,
then

v(t) < Hi(T) + fy 527 f(s)[wi (b(s))wn (v(s))

+ Jy €7 g(wa (b(€) wa(v(€))d€]Pds, t € 0,T]. (12)
Denote the right hand side of (12) by z(t). Then
v(t) < z(t), t € [0,T]. By use of the properties (iv)
and (viii) one has

Dy(t) = f(#)[wr (b())wn (v(1))

+ o €271 g(©)wa (b(€))wa (v(&))de]P

< FOln (b(0)wi (2(1))

+wa(2(t)) fy €271 g(E)wa (b(E))de]?

< f()[wr (b(2)

+ [y €271 g(E)wa (b(€)dEIP [wr (2(1)) + wa (2(£)]P,

which implies

D2 x(t)
o1 (D) + w2 ZEO =

FOwr(b(t)) + [ €4 g(&)wa (b(E))dE]P.

Then fulfilling a similar process to (5)-(8), one can
deduce

2(t) < J7HJ(H(T))+

Jo 8271 () [wr(b(s))+ fy €271 g()wa(b(€))dE]Pds}. (13)

Furthermore,
u(t) < a(t) + b(t)J " H{J(HL(T)) + [y s°~ f(s)
w1 (b(s))+ [ € g(E)w2 (b(€))dE]Pds}, t € [0,T). (14)

Setting ¢ = 7T in (14), and after substituting 7 with
t, one can obtain the desired estimate (9).

Next we present the following Volterra-Fredholm type
inequality based on the inequality (1).

u(t) < C+ fy 71 f(s)wi (u(s))

+ [ g(€)wa (u(€))de]Pds + [} 5% F(5)[wa (u(s))
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+ Jo €2 g(wa(u(©)dg)Pds, t € [0, T, (15)
where C, T > 0 are constants, «, u, f, g, wi, we, p are
defined as in the inequality (1).

Theorem 4. Suppose J is defined as in Theorem 1,
and define G by G(z) = J(2z — C) — J(z), x > C. If the
inequality (15) holds, and G is strictly increasing. Then one
has the following estimate for u(t):

u(t) < JTHIGTH ) s (s)
+Jo s (s

Proof. Denote the right hand side of (15) by wv(t).
Then one has

)1+ [y €7 g(€)de]Pds}}

M1+ [y €27 Lg(€)dE]Pds}, t € [0,T].  (16)

u(t) <w(t), t €[0,T], (17)

Similar to Theorem 1, one can obtain v(t) is nondecreasing,
and

v(0) = C + [§ 571 f(s) [ (u(s))
+ fo €47 g(&)wa(u(€))de]Pds.
So
o(t) = v(0)+
Jo 5% (8) wn (u(s)
0)+ fy 877 f(s)[wn
+ Jo €2 g(Ow

+ [y €27 g(Owa(u(é))d€Pds
(v(s))
2(v(€))dE]Pds, t € [0,T). (18)

Then a suitable application of Theorem 1 to (18) yields

(t) < JHI((0)) + [y s* L f(s)[1+

Jo € g(€)de]rds}, t € [0, T, (19)
that is,

J(u(t)) — J(v(0)) < [ s* L f(s)[1+

e ea1g(e)derds, t € [0,T), (20)

Since 2v(0) — C = v(T), from (20) one can obtain

J(u(T)) = J(v(0)) = J(20(0) = C) = J(v(0))

< fy SO+ [y €0 g(€)dg)vds,
which implies

G(u(0) < fy s f(s)[1 + [y €2 Lg(6)de]rds,
Using G is strictly increasing, it follows that

v(0) < GTH [y s* L f(s)[1+ fy 64 Lg(€)de]Pds}, (21)

Combining (17), (19) and (21), one can get the desired result.

Now we consider the following fractional integral
inequality

u(t) < a(t) + [y s h(s)u(s)ds + b(t

[wi(u(s)) + [y €2 g(€)ws

fsa 1f

(u(§))dé]Pds, t =0,  (22)
where h is a nonnegative continuous function defined
ont>0,and o, u, a, b, f, g, wy, wo, p are defined as
in the inequality (1).

Lemma 5. Let 0 < a < 1, a, b, u be continuous
functions defined on ¢ > 0. Then for ¢t > 0,

Dgu(t) < a(t)+b(t)u(t)

implies
u(t) < u(0) expl o= b((s

+ [T Ya(r )exp[f,g b((sa)® )ds]dr.

(iii),

)@ )ds]

Proof. By the properties (i7),
following observation

(v), one has the

Di{u(t) expl= [, bi(sa)¥)ds]}

= exp[~ [, b((sa)*)ds] Du(t)

+ut)Dp {expl— [y bl(sa) ¥)ds]}

— exp[— [, b((sa)*)ds] Dru(t)

~b{t)u(t) expl— J, bl(s0)#)ds|Dp (1)

— expl— [y b((sa) )ds|[Dru(t) — bt)u(t)
< a(t) exp[— foa b((s) = )ds].

Substituting ¢ with 7, fulfilling fractional integral of order

« with respect to 7 from 0 to ¢, one can deduce

u(t) exp|— foa b((s) = )ds)]

0) + fot T2 La(7) exp[— fo% b((sa

which implies

)= )ds]dr,

u(t) < expl ;™ b((sa))ds]{u(0)+

fot 7o La(r) exp|— fo‘* b(( sa) Yds]dT},
The desired result can be obtained subsequently.

Theorem 6. Assume wj, wo are submultiplicative,
that is, for Vo > 0, 8 > 0, w;(af) < w(a)w(B), i = 1,2
always holds. If the inequality (22) satisfies, then one has
the following estimate for w(t):

) J1 5o Lf(s)[1+
J3 €2=1g(€)delPds} expl [y~ h((s)¥)ds], t > 0,

w(t) < JH{J(a(t)) +b

(23)
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where J is defined by

fl M—F—LUQ()]pdr’ (24)
with J(v) < oo for v < 0o, and
wi (v(t)) = wl(v(t))wl(exp[fo% h((a)®)dr]),
wa(v(t)) = wz(v(t))M(eXp[fo% h((ra)®)dr]),  (25)

Proof. Let v(t) =
Jo €7 g(&)ws

If we fix T > 0 and let ¢ € [0, 7], then one has

a(t) + b(t) fy s* 1 f(s)[wi(uls)) +
(u(€))d¢]Pds.

u(t) < o(t) + [y s*  h(s)u(s)ds
< o(T) + [y s* h(s)u(s)ds, t € [0,T].
Setting 2(t) = v(T) + fot s*~1h(s)u(s)ds, one has
Dgz(t) = h(t)u(t) < h(t)z(t).
By use of Lemma 5, one can obtain
2(t) < 2(0) explfy* h(s) % )ds]
=v(T) exp[fo% h((sa)=)ds)].
So it follows that
u(t) < o(T) explf,™ h((s0)*)ds], t € [0,T.
Setting t = T" one has
h((sa) = )ds).

After substituting 7" with ¢, one can obtain

u(T) < o(T) explf,*

u(t) < v(t) explf," h((sa)&)ds], t > 0.

So
o(t) < a(t) (1) / @1 f(s)feor (u(s) expl| / ra)#)dr]))
2 e g(E)wa(o(€) expl T h((ra))dr])de]Pds.

Under the assumption that w;, w, are submultiplicative,
one can obtain

o(t) < a(t)+

(1) fi 527 f(s) e (v(s)wr (explfy= h((ra)¥)dr])

T Jy e g walexplfy® h((ra)®)dr)wa(v())delrds
— a(t) + b(t) [} s*1 £(5) @ (v(s))

+ [y €27 g(€)@a(v(€))dg]Pds, (27)

where w1, wo are defined in (25).
Applying Theorem 1 to (27), one can deduce
o(t) < J-HJ(a(t)+

() Jo s* @)L+ f5 €

where J is defined in 24).

(£)depds}, t> 0. (28)

Combining (26) and (28), one can deduce the desired
result.

Finally, based on the inequality (22), we consider
the following Volterra-Fredholm type fractional integral
inequality

u(t) < C+ Jy s* th(s)u(s)ds + [ 5° 71 f(s)
[wi(u(s)) + fo €27 g()wa(u())d]Pds

+ [ s Wh(s)u(s)ds + [ s> f(s)

Jwi (u(s)) + fy €271 g(@)wa(u(€))de]Pds, ¢ € [0,T], (29)

where C, T > 0 are constants, a, u, f, g, h, wi, wa, p
are defined as in the inequality (22).

Theorem 7. Suppose J is defined as in Theorem 6,
and define G by G(z) = (QKTx— KrC)—J(z), © > C,

where K17 = exp|— f0“ h((sa)®)ds]. If the inequality
(29) holds, and G is strictly increasing, then one has the
following estimate for w(t):

u(t) < JHI{GH ) s> f(s)[1+
J2eetg(e)dePds}) + [ so U f(s)[1+
Jiex-1g(e)delrds} explfy= h((sa))ds), ¢ € [0,T]. (30)

Proof. Denote the right hand side of (29) by wv(¢).
Then

u(t) < u(t), t € 0,7, (31)
Furthermore, one can see v(t) is nondecreasing, and

v(0) = C + [ s h(s)u(s)ds+

Jo s @) wr(u(s) + fy €2 g(€)wa(u(€))de] ds.
So

() = v(0) + [} s* L h(s)u(s)ds+

Jo L (9)wi () + fy €7 g(E)wa(u(€))dE) ds

v(0) + fy s* h(s)u(s)ds + [y 5271 f(s)[wi (v(5))
+ Jy €27 g(E)wa(v(€))dgPds, t € [0,T]. (32)

(Advance online publication: 27 May 2019)
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Applying Theorem 6 to (32), one can obtain
v(t) < T T (o

Jo €7 1g(9)

+fsa1f [

derds} expl ;= h((sa))ds], t € 0,77, (33)

Furthermore,

T{o() expl— fo= h((sa)¥)ds]} — T(v(0))

< fy s )L+ [3 e g(€)dglrds, te 0,7, (34)
Considering 2v(0) — C = v(T), from (34) one has

T{o(T)expl= [y hl(s0)#)ds]}

= J{(2v(0) — C) exp[— fo” h((sc)®)ds]}

< J(0(0) + f) so 7 ()1 + [ € g(€)de]Pds,
which can be rewritten as

G <f s271f(s) 1+fO £a=1g(&)d¢lPds.  (35)
Under the assumption that G is strictly increasing,

one can obtain

v(0) < GHJy s* Hf(s)[1+ fy € Lg(€)de]Pds}, (36)

Combining (31), (33) and (36), one can deduce the
desired result.

Remark. If we set « = 1, a(t) = b(t) = 1, wi(u) =
u?7P, wo(u) = ud, where 0 < p < 2, 0 < ¢q < 1, then the
inequality (1) reduces to the inequality (2.28) in [7, Theorem
25]. If weset a =1, b(t) =1, wi(u) = wa(u) = u, where
0 < p < 1, then the inequality (1) reduces to the inequality
(2.73) in [17, Theorem 2.9].

III. APPLICATIONS

In this section, we present some applications for the
results established above. The boundedness and continuous
dependence on the initial value of solutions of certain
fractional differential and integral equations will be
investigated.

Example 1. Consider the following IVP of fractional
differential-integral equation:

{ D(%q;(i) = F(t,u(t), [*M(t,u(t)), t >0, (37)
u = Uo,
where 0 < o < 1, u € C([0,00),R), M €

C(R x R,R), F € C([0,00) x R?, R).

Theorem 8. Suppose u(t) is a solution of the IVP (37). If
IF (29| < S(O(v/]el + ly))?, and [M(L,2)| < g(0)VT2]

where f, g are nonnegative continuous functions on [0, c0),
then one has the following estimate for w(t):

u(t)] < |uo| exp{4 fy s*~1f(s)[1+

foga 1

Proof. Using the property (iz) and the definition of
the conformable fractional integral, one can deduce

(€)d€)2ds) | (38)

u()—uo—I—fO s (s, u(s
So

), Jo €37 M€, u(€))d€)ds.(39)

[u()] < luo|+ [y 527 F (s, uls), fy €M (& u(€))d)|ds
< Juol + fy s> f(5)[y/uls)]

+| [y €67 M (€, u(€))dg|]ds

< ol + Jy 5271 f (o)W Tu(s)] + fy €M (&, u(€))|de]?
< luo| + o s* 1 () [V/Tuls)]

+ Jo €271 9(€)V/Tu(€)]de]*ds. (40

After applying Theorem 1 to (40) (with wy(x) = wa(x)
VZ, p=2), one can obtain

=

lu(®)] < J7HJ (Juo|)+
j‘ a— 1f

where J(v

L+ [y €271 g(€)de]?ds}, ¢ >0,
1 g = vlg =
fl wl +(,U2( )] B fl 47‘dr -
11n|v| After some basic computations, one can get the
desired estimate (38).

Theorem 9. Suppose |F(t,z1,y1) — F(t,z2,y2)] <
)z = zo| + [yr — y2])?, [M(t,21) — M(t,22)| <

g(t)/|r1 — x2|. Then the solution of (37) depends
continuously on the initial value uyg.

Proof. Suppose w(t) is the solution of the following
IVP

{ Dpa(t) = F(t,
U(O) = o,

a(t), 1*M(t,a(t)), t >0, (41)

Then one has

t s
w0 =0+ [ R, [ €M e s
0 0 (42)
By a combination of (39) and (42), one can deduce

Ju(t) = (t)] < |uo — o]
+ Jo 2 F (s uls), fy €7 M(E ul€))de)
—F(s,u(s), [y €271 M(&,u(€))dg)|ds

< Jup = Tl + fy s f($){/uls) = Ga(5)]
| fy €27 M(E, u(€)) — M (€, Tn(€))]de|}2ds
< Juo — o] + [y s* L (){/Tu(s) — w2 (s)]
+ Jo €T ME, u(€)) — M(&, Wa(€))]dE ) 2ds

(Advance online publication: 27 May 2019)
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< Juo — To| + [y s* M f(){/Tuls) — z(s

+ [y €27 () [u(€) — u2(€)|d€}ds, (43)
Applying Theorem 1 to (43) (with wi(x) = wa(x)

Al

vz, p=2 in Theorem 1), one can deduce |u(t) — ua(t)| <
juo—Tio] exp{4 [y 5" £(s)[1+ Jy €2~ g(€)d€Pds} , £ >0,
which implies a little vibration of the initial value u( leads to
little vibration for the solution u(t). So the proof is complete.

Example 2. Consider the following WVolterra-Fredholm
type fractional integral equation:

u(t) = C+ I*F(t,u(t), [*M(t,u(t))

+[IF (t,u(t), [*M(t,u(t)]i=T, t € [0,T], (44)
where 0 < a < 1, T, C > 0, u € C([0,

C(R x R,R), F € C([0,00) x R2,R).

o),R), M €

Theorem 10. Suppose u(t) is a solution of (44). If
[F(t,2,y)] < f(O) (V]| + |y]), and [M(2,2)] < g(t)/]2];
where f, g are nonnegative continuous functions on [0, 00),
then for ¢ € [0, T, one has the following estimate for w(¢):

|<{\/G 1{f sa— 1f 1_’_]’05@1
_|_f0t Sa—lf( f() gl
where G is defined by G(a:) V2 —

€)de)ds)
(6)dé)ds)?,

-z, z>C.

Proof. Similar to Theorem 8, by (44) one has

[1+ r (45)

u(t) = O+ fy 5™ F(s,u(s), [y €27 M (€ u(€))d€)ds

+ o sO T (s uls), [y €97 M(E, u(€))de)ds.  (46)
So

Ju()] < |C|+ [y s*7HF (s uls), [y €7 M (€, u(€))dé)|ds
), Jy €7 M (&, u(€))dg)|ds
<11+ [y s> f(s)[V/Tuls)]

+ fy €47 ME, u(€))de)ds

+Jo s W ul)] + | [y €27 ME u(€))dE ) ds

<O+ fy 27 () [V Tu()] + [y €47 M (&, u(€))|de]

+f0 s F(s,u(s)

+ fo s ()W Tu(s)] + [ €27 M€, u(€))|de]
<|C|+ [T s L F(s) [V u(s)]+ [ €27 g(€)y/Tu(€)]d€]ds
+ [T s () [V Tu()]+ [ €27 g(€) /Tul€)]d€] ds. (47)

To apply Theorem 4, one can see that wl( ) = wg( ) =
Va, p=1,J(v) f1 [w1(r fl 2\[6”_
Vu=1,G(z) = J(22—C)—J(x) \/295 —C—z, 2 >C.

+0J2

So G'(z) = \/Qxl—C’ - 2\1/5 > 0 for x > C, which

means G is strictly increasing. Then a suitable application
of Theorem 4 to (47) one can deduce

u(t)] < I G / () + / € g(¢)de)ds})

f alf

After basic computations one can get the desired estimate
(45).

1+ 5 €2 g(€)dE]ds}, t €[0,T). (48)

IV. CONCLUSIONS

We have presented some new fractional integral inequal-
ities, and by use of them derived explicit bounds for un-
known functions concerned. Based on these inequalities,
some Volterra-Fredholm type fractional integral inequalities
are also established. For illustrating the validity of the estab-
lished results, we presented some examples, and researched
boundedness, continuous dependence on initial value of
solutions of two fractional differential and integral equations.
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