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Abstract—The purpose of this paper is to obtain the analyti-
cal approximate solutions for a class of non-homogeneous time-
fractional partial differential equations. A new kind of hybrid
series method is proposed depending on the Fourier series and
power series. Firstly, the Fourier series is used to transform
the time-fractional partial differential equations to the time-
fractional ordinary differential equations. Then, the power
series is presented to get the analytical approximate solutions
with the polynomial least squares method. The fractional
derivatives are in Caputo sense. Several instances are given
in this paper. The results are shown in the form of data
and graphs, which represent that the hybrid series method is
effective and convenient to solve this class of non-homogeneous
time-fractional partial differential equations.

Index Terms—hybrid series method, non-homogeneous time-
fractional differential equation, Caputo fractional derivative.

I. INTRODUCTION

THE fractional derivatives have attracted lots of attention
recently, which can describe the dynamic process of

the systematic function. In addition, fractional derivative
model is better than classical integer order model, which
obtains better results by using fewer parameters. Nowadays,
fractional differential equations have been widely used in
many fields of engineering, physics and mathematics [1-3].

A class of non-homogeneous time-fractional partial differ-
ential equations in this paper consists of many different equa-
tions. Liao et al. [4] studied the time-fractional sub-diffusion
equations by the modified Du Fort-Frankel schemes. Califano
et al. [5] solved the fractional diffusion-wave equations, using
the domain decomposition methods. Huang [6] discussed the
analytical solutions of the time-fractional telegraph equation.
Srivastava et al. [7] solved the hyperbolic one-dimensional
time fractional telegraph equation by the reduced differential
transformation method.

Lots of methods have been proposed to solve the fractional
differential equations, including numerical methods, semi-
analytical methods and all-analytical methods. Zeng et al.
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[8] used the finite difference/element approaches to solve
the time-fractional sub-diffusion equation. Bhrawy et al. [9]
presented a Chebyshev-Laguerre Gauss-Radau collocation
scheme for solving the time-fractional sub-diffusion equa-
tion. In [10], two finite difference schemes were used by
Huang et al. for the time fractional diffusion-wave equa-
tion. Feng [37] proposed a Crank-Nicolson finite difference
scheme for a class of space fractional differential equations.
In [38], a numerical method based on the Legendre polyno-
mials was developed to solve the variable order time frac-
tional diffusion equation. Kazem et al. [11] proposed a semi-
analytical solution for the time-fractional diffusion equation.
Pandey et al. [12] developed a semi-analytic numerical
method to solve the time-space fractional heat and the wave
type equations. In [13], the space-time fractional diffusion
equation was solved by Elsaid et al. to get the semi-analytic
solution. Yıldırım et al. [14] used the homotopy perturbation
methods to get the analytical solution for the space-time
fractional advection-dispersion equation. Wang et al. [15]
obtained the solutions of a class of time-fractional telegraph
equations by the reproducing kernel method. However, we
can’t make a theoretical analysis for the solutions solved by
the numerical method. In addition, each of numerical method
and semi-analytical method are complicated.

In this paper, a new kind of all-analytical method is
introduced, which combines the Fourier series and power
series. The Fourier series is presented to transform the
time-fractional partial differential equations(TFPDEs) into
the time-fractional ordinary differential equations(TFODEs).
Besides, the power series is proposed to solve a class of non-
homogeneous time-fractional ordinary differential equations
with the polynomial least squares method.

The structure of this paper is as follows. In Section 2, the
basic definitions and notations are presented, including the
definition of Caputo fractional derivative, introduction of a
class of non-homogeneous TFPDEs and series approximation
method. In Section 3, A new kind of hybrid series method
combining Fourier series with power series is introduced in
detail. In Section 4, several numerical examples have been
solved, where the absolute errors are shown in graphes and
tables. At last, the conclusion is proposed in Section 5.

II. PRELIMINARIES

In this section, we introduce some basic knowledge with
respect to the definition of Caputo fractional derivative and a
class of non-homogeneous time-fractional partial differential
equations in this paper.
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A. Definition of Caputo fractional derivative

Definition 1([16]). The Caputo time-fractional derivative
operator of order α of u(x, t) is defined as follows

Dαu(x, t) =


1

Γ(n− α)

∫ t

0

(t− τ)n−α−1 ∂
nu(x, τ)

∂τn
dτ,

n− 1 < α < n

∂nu(x, t)

∂tn
, α = n ∈ N.

(1)
Theorem 1([17]). By the Caputo derivative, we get

Dαtp =


Γ(p+ 1)

Γ(p+ 1− α)
tp−α, α ≤ p,

0, α > p.

(2)

B. Introduction of a class of non-homogeneous TFPDEs

Consider a series of non-homogeneous TFPDEs in the
following form [18]:

Dα
t u(x, t) +

l∑
i=1

ρi(t)D
αi
t u(x, t)

=
[ K∑
i=I+1

ρi(t)D
αi
t

]∂2u(x, t)

∂x2
+ f(x, t),

0 ≤ x ≤ a, 0 ≤ t ≤ T. (3)

where the initial conditions are

u(x, 0) = h0(t),
∂u(x, 0)

∂t
= h1(t), (4)

and the boundary conditions are

u(0, t) = g0(t), u(1, t) = g1(t). (5)

Here 0 < α ≤ 2, 0 ≤ αi < α, i = 1, 2, . . . ,K are fractional
or integer numbers, and ρi(t), h0(t), h1(t), g0(t), g1(t) are
all known smooth functions.

This class of non-homogeneous time-fractional partial dif-
ferential equations have many forms, including the following
equations:
1. Time-fractional sub-diffusion equations [8], [9], [19]:

Dα
t u(x, t) = b1

∂2u(x, t)

∂x2
+ f(x, t),

0 < α < 1, b1 > 0. (6)

2. Multi-term time-fractional diffusion and diffusion-wave
equations [5], [10], [20]:

Dα
t u(x, t) +

n∑
i=1

ρiD
αi
t u(x, t) = b2

∂2u(x, t)

∂x2
+ f(x, t),

0 < αi < α < 2, ρi, b2 > 0. (7)

3. Time-fractional modified anomalous sub-diffusion equa-
tions [21], [22], [23]:

∂u(x, t)

∂t
= [ρ1D

1−α1
t + ρ2D

1−α2
t ]

∂2u(x, t)

∂x2
+ f(x, t),

0 < α1, α2 < 1, ρ1, ρ2 > 0. (8)

4. Time-fractional telegraph equations [6], [24]:

Dα
t u(x, t) + ρ1D

α−1
t u(x, t) + ρ2u(x, t)

=
∂2u(x, t)

∂x2
+ f(x, t),

1 < α ≤ 2, ρ1, ρ2 > 0. (9)

5. Time-fractional second-order hyperbolic telegraph equa-
tions [7]:

D2α
t u(x, t) + (ρ+ σ)Dα

t u(x, t) + (ρσ)u(x, t)

= η2
∂2u(x, t)

∂x2
+ f(x, t),

0 < α ≤ 1, ρ+ σ, ρσ, η > 0. (10)

C. Series approximation method

Firstly, the power series [25] can be defined by

ω(t) =

m∑
l=0

alt
l, m ∈ N.

Secondly, the introduction of the polynomial least squares
method is as follows.

Definition 2([26]). One calls an ϵ-approximate polyno-
mial solution ω̃(t) of problem (3), (4) and (5) on the [0, b]
interval, which satisfies the following inequality:

|Res(t, ω̃(t))| < ϵ, ω̃(0) = c0,
dω̃(0)

dt
= c1, (11)

where Res(t) represents the residual function.
Definition 3([26]). One calls a weak δ-approximate

polynomial solution ω̃(t) of equation (11), which satisfies
the following condition:∫ 1

0

Res2(t, ω̃(t))dt ≤ δ, (12)

together with the initial condition.
We call the sequence of polynomials ω(t) convergent to

the solution of this problem if lim
n→∞

Res(ω(t)) = 0.
We compute a weak ϵ-approximate solution of the

type[26], [27]:

ω̃(t) =
m∑
l=0

dlt
l, (13)

where the constants d0, d0, . . . , dm are calculated using the
steps outlined in the following:
1. Let us substitute the approximate solution (13) in (3), we
can get

Res(t, d0, d1, . . . , dm) = Res(t, ω̃(t)). (14)

2. Attach to residual function the following real functional:

J(d2, d3, . . . , dm) =

∫ 1

0

Res2(t, d0, d1, . . . , dm)dt, (15)

where d0, d1 are computed as functions of d2, d3, . . . , dm by
using the initial condition.
3. Compute d02, d

0
3, . . . , d

0
m as the values which give the

minimum of the functional (15).
4. Consider the following polynomial:

Pm(t) =

m∑
l=0

d0l t
l. (16)

Then, the following convergence theorem holds.

Theorem 2([27]). The necessary condition for this prob-
lem to admit a sequence of polynomials ω(t) convergent to
the solution of this problem is:

lim
m→∞

∫ 1

0

Res2(t, Pm(t))dt = 0. (17)
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Moreover, ∀ϵ > 0,∃m0 ∈ N such that ∀m ∈ N,m > m0,
it follows that Pm(t) is a weak ϵ-approximate polynomial
solution of this problem.

The set of the weak approximate solutions of this problem
also contains the approximate solutions of the problem.
Taking into account the above condition, we will first de-
termine weak approximate polynomial solutions, ω̃(t). If
|Res(t, ω̃(t))| < ϵ then ω̃(t)) is also an ϵ-approximate
polynomial solution of the problem.

There are a lot of methods, which can solve the fractional
differential equations, such as numerical methods, semi-
analytical methods and all-analytical methods. All-analytical
methods can make the qualitative analysis for the approx-
imate solutions. The residual power series method, one of
the simplest all-analytical methods, has been considered to
solve homogeneous fractional differential equations [28],
[29]. However, it is difficult to solve non-homogeneous
fractional differential equations by residual power series
method. Therefore, a new kind of hybrid series method is
proposed in the following section.

III. A NEW KIND OF HYBRID SERIES METHOD

In this section, we create a new hybrid series method,
which combines the Fourier series and power series.

Then, the specific steps of solving this class of non-
homogeneous TFPDEs are as follows.
Step 1. In order to transform the non-homogeneous bound-
ary conditions (5) into homogeneous boundary conditions,
we can suppose

u(x, t) = ν(x, t) + s(x, t). (18)

Then, ν(x, t) should satisfy the following equation

Dα
t ν(x, t) +

l∑
i=1

ρi(t)D
αi
t ν(x, t)

−
[ K∑
i=I+1

ρi(t)D
αi
t

]∂2u(x, t)

∂x2

= f(x, t)−Dα
t s(x, t)−

l∑
i=1

ρi(t)D
αi
t s(x, t)

= Θ(x, t). (19)

The homogeneous boundary conditions are

ν(0, t) = ν(a, t) = 0. (20)

Then, we can obtain

s(0, t) = u(0, t) = g0(t), s(a, t) = u(a, t) = g1(t). (21)

The derivation process of s(x, t) is as follows.

We can suppose

s(x, t) = A(t)x+B(t). (22)

Substitute the conditions (21) into (22), we can get

s(x, t) =
x

a
(g1(t)− g0(t)) + g0(t). (23)

The initial conditions (4) now are

ν(x, 0) = u(x, 0)− s(x, 0),

∂ν(x, 0)

∂t
=

∂u(x, 0)

∂t
− ∂s(x, 0)

∂t
. (24)

Then, the time-fractional partial differential equations can
be transformed to the time-fractional ordinary differential
equations by Fourier series. Therefore, we obtain

ν(x, t) =
∞∑

n=1

ωn(t) sin(
nπ

a
x). (25)

Therefore, we attain the following time-fractional ordinary
differential equation(TFODE):

Dα
t ωn(t) +

l∑
i=1

ρi(t)D
αi
t ωn(t)

+
(nπ

a

)2 K∑
i=I+1

ρi(t)D
αi
t ωn(t) = ϕn(t),(26)

where

ϕn(t) =
2

a

∫ a

0

Θ(x, t) sin(
nπ

a
x)dx. (27)

Then, the initial conditions of the TFODE are:

ωn(0) =
2

a

∫ a

0

ν(x, 0) sin(
nπ

a
x)dx,

dωn(0)

dt
=

2

a

∫ a

0

∂ν(x, 0)

∂t
sin(

nπ

a
x)dx. (28)

Step 2. Let us consider the power series ωn(t) =
∑m

l=0 alt
l

to solve the TFODEs.
Then, the residual function is defined by

Resn(t) = Dα
t ωn(t) +

l∑
i=1

ρi(t)D
αi
t ωn(t)

+
(nπ

a

)2 K∑
i=I+1

ρi(t)D
αi
t ωn(t)− ϕn(t), t ∈ [0, 1].(29)

Step 3. Then, we use the polynomial least squares method
to get the analytical approximate solutions.

min

∫ 1

0

Res2n(t, ωn(t))dt, (30)

with the initial conditions:

ωn(0) =
2

a

∫ a

0

ν(x, 0) sin(
nπ

a
x)dx,

dωn(0)

dt
=

2

a

∫ a

0

∂ν(x, 0)

∂t
sin(

nπ

a
x)dx. (31)

Step 4. At last, we substitute the solutions ωn(t) we
got from Step 3 into the equation (25). Then, we can
get ν(x, t). Substitute ν(x, t) into equation (18), then the
analytical approximate solutions can be attained. Compare
with the exact solutions, we can get the absolute errors and
analyze the results. Then, the analytical approximate solution
uHSM (x, t) is

uHSM (x, t) = ν(x, t) + s(x, t)

=

∞∑
n=1

ωn(t) sin(
nπ

a
x) +

(x
a
(g1(t)− g0(t)) + g0(t)

)
.

Engineering Letters, 27:3, EL_27_3_23

(Advance online publication: 12 August 2019)

 
______________________________________________________________________________________ 



IV. NUMERICAL EXAMPLES

In this section, several examples are presented to get
the analytical approximate solutions for the following non-
homogeneous TFPDEs. All the data are received by Maple
18 on a Intel Core i3-2350M, 2.30GHz CPU. Then, the
maximum absolute error at t = T is defined by

Emax = max|uexact(x, T )− uHSM (x, T )|. (32)

where uexcat(x, T ) represents the exact solution and
uHSM (x, T ) represents the analytical approximate solution
at t = T in this paper.

Example 1. Consider the following time-fractional partial
differential equation(TFPDE):

Dα
t u(x, t) +Dα1

t u(x, t) =
∂2u(x, t)

∂x2
+ f(x, t),

1 < α < 2, 1 < α1 < 2, 0 ≤ x ≤ 1, 0 ≤ t ≤ T, (33)

where the initial conditions are

u(x, 0) =
∂u(x, 0)

∂t
= 0, (34)

and the boundary conditions are

u(0, t) = u(1, t) = 0. (35)

Here

f(x, t) =
( 6t3−α

Γ(4− α)
+

6t3−α1

Γ(4− α1)
+ π2t3

)
sin(πx),

corresponds to the exact solution uexcat(x, t) = sin(πx)t3.
Consider the substitution u(x, t) = ω(t) sin(πx), and this

TFPDE can be transformed into the following TFODE:

Dα
t ω(t) +Dα1

t ω(t) + π2ω(t) = ϕ(t), 0 ≤ t ≤ 1, (36)

where the initial conditions are

ω(0) =
dω(0)

dt
= 0, (37)

and at this time, we have

ϕ(t) =
6t3−α

Γ(4− α)
+

6t3−α1

Γ(4− α1)
+ π2t3.

Therefore, we can obtain

uHSM (x, t) = ω(t) sin(πx)

= (2.466654065714307700× 10−16t2

+9.99999999999999796× 10−1t3)sin(πx).

Figure 1 presents the absolute error when α = 1.9, α1 =
1.3 at the final time T = 1 and the number of the power
harmonics M = 4. From Figure 1, we can find that when
x = 0.5, the maximum absolute error is 4.0× 10−17.

Fig. 1. Absolute error for Example 1 when α = 1.9, α1 = 1.3

Table 1 shows the maximum absolute error when α = 1.9,
α1 = 1.3 and T = 1. Reutskiy [18] used a semi-analytical
collocation method to solve this problem. Dehghan et al. [30]
obtained the analytical approximate solution by the compact
finite difference procedure and Galerkin spectral method.
Compared with the errors in [18] and [30], the maximum
absolute error in this paper is much smaller than the others
when M = 4.

TABLE I
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 1 WITH α = 1.9,

α1 = 1.3

Present method [18], δ = 0.15 [30], h = 1/100

M Emax M Emax 1/τ Emax

4 4.0× 10−17

4 1.3× 10−2 1/20 1.3× 10−2

16 1.6× 10−13 1/80 3.2× 10−3

64 2.2× 10−16 1/320 7.0× 10−4

Example 2. Let’s consider the following two-term wave-
diffusion equation:

Dα
t u(x, t) +

∂u(x,t)
∂t = ∂2u(x,t)

∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (38)

where the initial conditions are

u(x, 0) =
∂u(x, 0)

∂t
= 0, (39)

and the boundary conditions are

u(0, t) = t3, u(1, t) = et3. (40)

Here

f(x, t) =
( 6t3−α

Γ(4− α)
+ 3t2 − t3

)
ex,

corresponds to the exact solution uexcat(x, t) = ext3.
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Consider the substitution u(x, t) = ν(x, t) + t3[1 + x(e−
1)], we attain the TFPDE:

Dα
t ν(x, t) +

∂ν(x, t)

∂t
− ∂2ν(x, t)

∂x2

= f(x, t)−
( 6t3−α

Γ(4− α)
+ 3t2

)
[1 + x(e− 1)] = Θ(x, t),

where homogeneous conditions are

ν(x, 0) =
∂ν(x, 0)

∂t
= 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

Dα
t ωn(t) +

dωn(t)
dt + (nπ)2ωn(t) = ϕn(t),

ωn(0) =
dωn(0)

dt = 0. (41)

Therefore, we can get the following solutions when M = 4
and N = 4

ω1(t) = −2.9882377206× 10−19t2

−2.1777533422× 10−1t3 (42)
ω2(t)=−3.6847687029× 10−20t2

+1.3512042358× 10−2t3 (43)
ω3(t) = −4.3374322440× 10−21t2

−8.7840942359× 10−3t3 (44)
ω4(t) = −3.8600866221× 10−22t2

+1.7208906314× 10−3t3. (45)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t)

=
4∑

n=1

ωn(t) sin(
nπ

a
x) + t3(1 + x(e− 1)),

where the ω1(t), ω2(t), ω3(t), ω4(t) are given in (42)-(45).

Figure 2, Figure 3 and Figure 4 show the absolute errors
when α = 1.85 at the final time T = 1. As is shown from
Figure 2, 3 and 4, with the increase of N and fixed M = 4,
the maximum absolute error is getting smaller and smaller.
Besides, the maximum absolute error in Figure 2 is 3.55 ×
10−3 with N = 4, while in Figure 3, it is 9.69× 10−4 with
N = 8 and in Figure 4, it is 2.53× 10−4 with N = 16.

Fig. 2. Absolute errors for Example 2 when α = 1.85 at M = 4, N = 4

Fig. 3. Absolute errors for Example 2 when α = 1.85 at M = 4, N = 8

Fig. 4. Absolute errors for Example 2 when α = 1.85 at M = 4, N = 16
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Table 2 shows the maximum absolute errors when α =
1.85 with T = 1. Liu et al. [31] considered this problem by
the finite difference method. The maximum absolute errors
in this paper are smaller than that in [31] with the same N
and the value of M is also smaller than that in [31]. While
the maximum absolute errors between [18] and this paper
are about the same, the value of M of this paper is smaller
than that in [18]. Therefore, the hybrid series method in this
paper is more simple and convenient.

TABLE II
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 2 WITH α = 1.85

Present method [18], Example 3 [31], Example 2

M N Emax M = N Emax M = N Emax

4
4 3.55 × 10−3 4 3.55 × 10−3 4 1.09 × 10−1

8 9.69 × 10−4 8 9.69 × 10−4 8 2.76 × 10−2

16 2.53 × 10−4 16 2.53 × 10−4 16 6.72 × 10−3

Example 3. Consider the linear TFPDE:

Dα
t u(x, t) +Dα1

t u(x, t) = ∂2u(x,t)
∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (46)

where the initial conditions are

u(x, 0) =
∂u(x, 0)

∂t
= 0, (47)

and the boundary conditions are

u(0, t) = uexact(0, t), u(1, t) = uexact(1, t). (48)

Here

f(x, t) =
(

2t2−α

Γ(3−α) +
2t2−α1

Γ(3−α1)

)
exp

(
−(x−0.2)2

0.01

)
−t2

(
exp

(
−(x−0.2)2

0.01

)
(2x−0.4)2

0.012 − 2
exp

(
−(x−0.2)2

0.01

)
0.01

)
,

corresponds to the exact solution uexcat(x, t) =

exp
(

−(x−0.2)2

0.01

)
t2.

Consider the substitution

u(x, t) = ν(x, t) + s(x, t) = ν(x, t) + t2[exp
(−0.22

0.01

)
+x(exp

(−0.82

0.01

)
− exp

(−0.22

0.01

)
)],

then, we get the following TFPDE:

Dα
t ν(x, t) +Dα1

t ν(x, t)− ∂2ν(x, t)

∂x2

= f(x, t)− (Dα
t s(x, t) +Dα1

t s(x, t)) = Θ(x, t),

where homogeneous conditions are

ν(x, 0) =
∂ν(x, 0)

∂t
= 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

Dα
t ωn(t) +Dα1

t ωn(t) + (nπ)2ωn(t) = ϕn(t),

ωn(0) =
dωn(0)

dt = 0. (49)

Therefore, we can get the following solutions when M = 3
and N = 16

ω1(t) = 1.9168033620976242143× 10−1t2 (50)
ω2(t) = 2.9973294501796186408× 10−1t2 (51)
ω3(t) = 2.6627492675068672567× 10−1t2 (52)

... (53)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t) =
16∑

n=1

ωn(t) sin(
nπ

a
x)

+t2[exp
(−0.22

0.01

)
+ x(exp

(−0.82

0.01

)
− exp

(−0.22

0.01

)
)],

where the ω1(t), ω2(t), ω3(t), . . . , ω16(t) are given in
(50)-(53) when α = 1.9, α1 = 1.6.

Figure 5, Figure 6 and Figure 7 show the absolute errors
when α = 1.9, α1 = 1.6 at the final time T = 1. As is shown
from Figure 5, 6 and 7, with the increase of N and fixed
M = 3, the maximum absolute error is getting smaller and
smaller. In addition, the maximum absolute error in Figure
5 is 2.34 × 10−3 with N = 16, while in Figure 6, it is
5.82× 10−4 with N = 32 and in Figure 7, it is 1.51× 10−4

with N = 64.

Fig. 5. Absolute errors for Example 3 when α = 1.9, α1 = 1.6 at
M = 3, N = 16

Fig. 6. Absolute errors for Example 3 when α = 1.9, α1 = 1.6 at
M = 3, N = 32
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Fig. 7. Absolute errors for Example 3 when α = 1.9, α1 = 1.6 at
M = 3, N = 64

Table 3 shows the maximum absolute errors when α =
1.9, α1 = 1.6 with T = 1. The maximum absolute errors in
this paper are smaller than that in [30] with the smaller M .
The maximum absolute errors between [18] and this paper
are similar, but the value of M is smaller than that in [18].

TABLE III
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 3 WITH α = 1.9,

α1 = 1.6

Present method [18], Example 4 [30], Test problem 1

M N Emax M N Emax τ Emax

3
16 2.34 × 10−3

10
16 2.33 × 10−3 1/16 6.87 × 10−3

32 5.82 × 10−4 32 5.78 × 10−4 1/32 6.56 × 10−4

64 1.51 × 10−4 64 1.51 × 10−4 1/64 3.00 × 10−4

Example 4. Consider the following fractional modified
anomalous sub-diffusion equation:

∂u(x,t)
∂t = 1

2

(
D1−α

t +D1−β
t

)
∂2u(x,t)

∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (54)

where the initial condition is

u(x, 0) = 0, (55)

and the boundary conditions are

u(0, t) = t1+α + t1+β , u(1, t) = e(t1+α + t1+β). (56)

Here

f(x, t) = ex[(1 + α)tα − Γ(2 + α)

Γ(1 + 2α)
t2α]

+ex[(1 + β)tβ − Γ(2 + β)

Γ(1 + 2β)
t2β ]

corresponds to the exact solution uexcat(x, t) = ex(t1+α +
t1+β).

Consider the substitution

u(x, t) = ν(x, t) + s(x, t)

= ν(x, t) + (t1+α + t1+β)[1 + x(e− 1)],

then, we get the following TFPDE:

∂ν(x, t)

∂t
− 1

2

(
D1−α

t +D1−β
t

)∂2ν(x, t)

∂x2

= f(x, t)− ∂s(x, t)

∂t
= Θ(x, t),

where homogeneous conditions are

ν(x, 0) = 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

dωn(t)
dt + 1

2 (nπ)
2
(
D1−α

t +D1−β
t

)
ωn(t) = ϕn(t),

ωn(0) = 0. (57)

Therefore, we can get the following solutions when M = 6
and N = 16

ω1(t) = −1.77171745524417 × 10
−1

t − 5.85403685279693 × 10
−1

t
2

+7.53444405578777 × 10
−1

t
3 − 6.29457764700512 × 10

−1
t
4

+2.0741446256227 × 10
−1

t
5 (58)

ω2(t) = 1.13854263641094 × 10
−2

t + 3.42950774703081 × 10
−2

t
2

−4.27985828874540 × 10
−2

t
3
+ 0.355147172609665 × 10

−2
t
4

−0.116789394621282 × 10
−2

t
5 (59)

... (60)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t)

=

16∑
n=1

ωn(t) sin(
nπ

a
x) + (t1+α + t1+β)[1 + x(e− 1)],

where the ω1(t), ω2(t), . . . , ω16(t) are given in (58)-(60)
when α = 0.5, β = 0.2.

Figure 8 shows the absolute errors when α = 0.5, β = 0.2
at the final time T = 1. In Figure 8, the maximum absolute
error is 4.27× 10−3 with M = 6, N = 16.

Fig. 8. Absolute errors for Example 4 when α = 0.5, β = 0.2

Table 4 shows the absolute errors when α = 0.5, β = 0.2
with T = 1. Liu et al. [32] solved this equation by using the
implicit difference method. The absolute errors in this paper
are smaller than that in [32] with the smaller M and N .
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TABLE IV
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 4 WITH α = 0.5, β = 0.2

Present method [32], Example 1

x Errors Errors

0.1

M = 6, N = 16

1.29 × 10−3

h = 0.1, τ = 0.01

2.05 × 10−3

0.3 3.25 × 10−3 5.04 × 10−3

0.5 4.26 × 10−3 6.42 × 10−3

0.7 3.79 × 10−3 5.83 × 10−3

0.9 1.81 × 10−3 2.73 × 10−3

Example 5. Let’s consider the fractional sub-diffusion
equation:

∂u(x,t)
∂t =

(
Dα

t +Dβ
t

)
∂2u(x,t)

∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (61)

where the initial condition is

u(x, 0) = 0, (62)

and the boundary conditions are

u(0, t) = 0, u(1, t) = sin(1)t3−α−β . (63)

Here

f(x, t) = sin(x)
[
(3− α− β)t2−α−β

+
Γ(4− α− β)

Γ(4− 2α− β)
t3−2α−β +

Γ(4− α− β)

Γ(4− α− 2β)
t3−α−2β

]
,

corresponds to the exact solution uexcat(x, t) =
sin(x)t3−α−β .

Consider the following substitution

u(x, t) = ν(x, t) + s(x, t)

= ν(x, t) + x sin(1)t3−α−β ,

then we can attain
∂ν(x, t)

∂t
−
(
Dα

t +Dβ
t

)∂2ν(x, t)

∂x2

= f(x, t)− ∂s(x, t)

∂t
= Θ(x, t),

where homogeneous conditions are

ν(x, 0) = 0, ν(0, t) = ν(1, t) = 0.

Then. we can obtain the following transformation:

dωn(t)

dt
+ (nπ)2

(
Dα

t +Dβ
t

)
ωn(t) = ϕn(t), ωn(0) = 0. (64)

Therefore, we can get the following solutions when M = 5
and N = 16

ω1(t) = −9.86189594776539 × 10
−4

t + 1.78854950515071 × 10
−2

t
2

+5.21741627279073 × 10
−2

t
3 − 8.68649516474632 × 10

−3
t
4 (65)

ω2(t) = 1.131779350916144 × 10
−4

t − 2.05519921599097 × 10
−3

t
2

−6.02879462558576 × 10
−3

t
3
+ 1.01149878666679 × 10

−3
t
4 (66)

ω3(t) = −3.29653470637822 × 10
−5

t + 5.99569550815599 × 10
−4

t
2

+1.76239043192235 × 10
−3

t
3 − 2.96364658323121 × 10

−4
t
4 (67)

... (68)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t)

=
16∑

n=1

ωn(t) sin(
nπ

a
x) + x sin(1)t3−α−β ,

where the ω1(t), ω2(t), ω3(t), . . . , ω16(t) are given in
(65)-(68) when α = 0.35, β = 0.05.

Figure 9-11 show the absolute errors when α = 0.35, β =
0.05 at the final time T = 1. As is shown in Figure 9-11, the
maximum absolute error is getting smaller and smaller with
the increase of N and fixed M = 5. Besides, the maximum
absolute error in Figure 9 is 7.74×10−5 with N = 16, while
in Figure 10, it is 2.37 × 10−5 with N = 30 and in Figure
11, it is 1.24× 10−5 with N = 50.

Table 5 shows the maximum absolute errors when α =
0.35, β = 0.05 with T = 1. Mohebbi et al. [22] solved the
modified anomalous fractional sub-diffusion equation by the
compact finite difference and Fourier analysis. Wang et al.
[33] solved the modified anomalous fractional sub-diffusion
equation and the fractional diffusion-wave equation in using
the compact finite difference schemes. The maximum abso-
lute errors in this paper are smaller than that in [22] and [33].
The maximum absolute errors for Example 5 in this paper
are slightly larger than that in [18].

TABLE V
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 5 WITH α = 1.9,

α1 = 1.6

Present method [18], Example 8 [22], Test problem 1 [33], Example 5.1

M N Emax M N Emax τ Emax τ Emax

5
16 7.74 × 10−5 5 30 2.20 × 10−5 1/10 1.74 × 10−2 1/5 8.21 × 10−4

30 2.37 × 10−5 6 50 8.10 × 10−6 1/20 9.00 × 10−3 1/10 1.99 × 10−4

50 1.24 × 10−5 8 40 1.30 × 10−5 1/40 4.58 × 10−3 1/20 5.01 × 10−5

Example 6. Consider the following fractional modified
anomalous fractional sub-diffusion equation:

∂u(x,t)
∂t =

(
D1−α

t +D1−β
t

)
∂2u(x,t)

∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (69)

where the initial condition is

u(x, 0) = 0, (70)

and the boundary conditions are

u(0, t) = t1+α+β , u(1, t) = et1+α+β . (71)

Here

f(x, t) = ex[(1 + α)tα − Γ(2 + α+ β)

Γ(1 + 2α+ β)
t2α+β

− Γ(2 + α+ β)

Γ(1 + α+ 2β)
tα+2β ]

corresponds to the exact solution uexcat(x, t) =
ex(t1+α+β).

Consider the substitution

u(x, t) = ν(x, t) + s(x, t)

= ν(x, t) + (t1+α+β)[1 + x(e− 1)],

then we obtain the following TFPDE:

∂ν(x, t)

∂t
−

(
D1−α

t +D1−β
t

)∂2ν(x, t)

∂x2

= f(x, t)− ∂s(x, t)

∂t
= Θ(x, t),
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Fig. 9. Absolute errors for Example 5 when α = 0.35, β = 0.05 at
M = 5, N = 16

Fig. 10. Absolute errors for Example 5 when α = 0.35, β = 0.05 at
M = 5, N = 30

Fig. 11. Absolute errors for Example 5 when α = 0.35, β = 0.05 at
M = 5, N = 50

where homogeneous conditions are

ν(x, 0) = 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

dωn(t)
dt + (nπ)2

(
D1−α

t +D1−β
t

)
ωn(t) = ϕn(t),

ωn(0) = 0. (72)

Therefore, we can get the following solutions when M =
10 and N = 10

ω1(t) = 7.68535704501287 × 10
−2

t − 1.538638423975210t
2

+7.79719926193383t
3−28.84450237802211t

4

+67.57623646989848t
5−98.58606620128812t

6

+86.73639399791612t
7−42.07758068090534t

8

+8.63864943482636t
9 (73)

ω2(t) =−5.30877558421330 × 10
−3

t+1.00911050742783 × 10
−1

t
2

−5.18570503133282 × 10
−1

t
3
+1.92643111896331t

4

−4.52221136665213t
5
+ 6.60539987194772t

6

−5.81647510036073t
7
+2.82361615999036t

8

−5.80031812461746 × 10
−1

t
9 (74)

... (75)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t)

=
10∑

n=1

ωn(t) sin(
nπ

a
x) + (t1+α+β)[1 + x(e− 1)],

where the ω1(t), ω2(t), . . . , ω10(t) are given in (73)-(75)
when α = 0.1, β = 0.3.

Figure 12-14 show the absolute errors when α = 0.1,
β = 0.3 at the final time T = 1. As is shown in Figure 12-14,
the maximum absolute error is getting smaller and smaller
with the increase of N and the fixed M = 10. Moreover, the
maximum absolute error in Figure 12 is 3.68 × 10−3 with
N = 10, while in Figure 13, it is 3.59× 10−3 with N = 20
and in Figure 14, it is 3.57× 10−3 with N = 30.

Fig. 12. Absolute errors for Example 6 when α = 0.1, β = 0.3 at
M = 10, N = 10
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Fig. 13. Absolute errors for Example 6 when α = 0.1, β = 0.3 at
M = 10, N = 20

Fig. 14. Absolute errors for Example 6 when α = 0.1, β = 0.3 at
M = 10, N = 30

Table 6 shows the absolute errors when α = 0.1, β = 0.3
with T = 1. Dehghan et al. [34] solved the time fractional
modified anomalous sub-diffusion equation by the Legendre
spectral element method. The absolute errors in this paper are
larger than that in [18] and [34]. However, in [18], the values
of N are much bigger, which represents that this equation is
difficult and complex to solve.

TABLE VI
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 6 WITH α = 0.1, β = 0.3

Present method [18], Example 6 [34], Test problem 1

M N Emax N Emax 1/τ Emax

10
10 3.68 × 10−3 500 2.68 × 10−7 1/100 1.79 × 10−4

20 3.59 × 10−3 1000 6.70 × 10−8 1/200 1.13 × 10−4

30 3.57 × 10−3 2000 1.68 × 10−8 1/400 6.74 × 10−5

Example 7. Let us consider the following TFPDE:

∂u(x,t)
∂t = Dα

t

[
∂2u(x,t)

∂x2

]
+ f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (76)

where the initial condition is

u(x, 0) = 0, (77)

and the boundary conditions are

u(0, t) = 0, u(1, t) = 0. (78)

Here

f(x, t) =
[
2t+

8π2

Γ(3− α)
t2−α

]
sin(2πx)

corresponds to the exact solution uexcat(x, t) = t2 sin(2πx).
Consider the substitution

u(x, t) = ν(x, t) + s(x, t) = ν(x, t) + 0 = ν(x, t)

then we obtain the following TFPDE:

∂ν(x, t)

∂t
−Dα

t

[∂2ν(x, t)

∂x2

]
= f(x, t)− ∂s(x, t)

∂t
= Θ(x, t),

where homogeneous conditions are

ν(x, 0) = 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

dωn(t)

dt
+ (nπ)2Dα

t ωn(t) = ϕn(t), ωn(0) = 0. (79)

Therefore, we can attain

uHSM (x, t) = (2.179485940561139× 10−20t

+1.000000000000000t2)sin(2πx).

Table 7 shows the absolute errors when α = 0.5 with
T = 1. Cui [35] solved this equation by the compact finite
difference method. The absolute errors in this paper are much
smaller than that in [33] and [35]. The maximum absolute
error when M = 3 and N = 2 is 2.18 × 10−20, which is
about equal to zero.

TABLE VII
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 7 WITH α = 0.5

Present method [33], Example 5.2 [35], Example 2

M N Emax τ Emax h τ Emax

3 2 2.18 × 10−20
1/5 1.04 × 10−2 1/4 1/16 1.92 × 10−1

1/20 6.56 × 10−4 1/8 1/256 1.14 × 10−2

1/80 4.14 × 10−5 1/16 1/4096 7.10 × 10−4

Example 8. Consider the following fractional modified
anomalous fractional sub-diffusion equation:

Dα
t u(x, t) +

∂u(x,t)
∂t = ∂2u(x,t)

∂x2 + f(x, t),

0 ≤ x ≤ 1, 0 ≤ t ≤ T, (80)

where the initial condition is

u(x, 0) = 0, (81)

and the boundary conditions are

u(0, t) = t2, u(1, t) = et2. (82)
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Here

f(x, t) = ex[2t− t2 +
2t2−α

Γ(3− α)
]

corresponds to the exact solution uexcat(x, t) = ext2.
Consider the substitution

u(x, t) = ν(x, t) + s(x, t)

= ν(x, t) + t2[1 + x(e− 1)],

then we can get the TFPDE:

Dα
t ν(x, t) +

∂ν(x, t)

∂t
− ∂2ν(x, t)

∂x2

= f(x, t)− ∂s(x, t)

∂t
= Θ(x, t),

where homogeneous conditions are

ν(x, 0) = 0, ν(0, t) = ν(1, t) = 0.

Then, we can obtain the following transformation:

Dα
t ωn(t) +

dωn(t)
dt + (nπ)2ωn(t) = ϕn(t),

ωn(0) = 0. (83)

Therefore, we can get the following solutions when M = 3
and N = 24

ω1(t) = 3.7622203509136× 10−20t

−2.1777533421500× 10−1t2 (84)
ω2(t) = −2.2991962724973× 10−21t

+1.3512042357841× 10−2t2 (85)
ω3(t) = 6.3928185209204× 10−21t

−8.7840942359312× 10−3t2 (86)
... (87)

Then, the analytical approximate solution is

uHSM (x, t) = ν(x, t) + s(x, t)

=
24∑

n=1

ωn(t) sin(
nπ

a
x) + t2[1 + x(e− 1)],

where the ω1(t), ω2(t), ω3(t), . . . , ω24(t) are given in
(84)-(87) when α = 0.75.

Figure 15-16 show the absolute errors when α = 0.75
at the final time T = 1. As is shown in Figure 15-16, the
maximum absolute error is getting smaller and smaller with
the increase of N and the fixed M = 3. What’s more, the
maximum absolute error in Figure 15 is 4.43 × 10−4 with
N = 12, while in Figure 16, it is 1.14× 10−4 with N = 24.

Fig. 15. Absolute errors for Example 8 when α = 0.75 at M = 3, N = 12

Fig. 16. Absolute errors for Example 8 when α = 0.75 at M = 3, N = 24

Table 8 shows the absolute errors when α = 0.75 with
T = 1 when M = 3 and N = 24. Sarwara et al. [36] ex-
tended the optimal homotopy asymptotic method (OHAM) to
solve the two-term fractional-order wave-diffusion equations.
The absolute errors in this paper are smaller than that in [36]
when M = 3 and N = 24. From Table 8, we can see that
the hybrid series method in this paper is effective.

TABLE VIII
MAXIMUM ABSOLUTE ERRORS FOR EXAMPLE 8 WITH α = 0.75

Present method [36], Example 1

x Errors Errors

0.3 8.68 × 10−6 2.32 × 10−5

0.6 6.13 × 10−6 3.13 × 10−5

0.9 1.87 × 10−5 4.22 × 10−5

V. CONCLUSION

In this paper, the non-homogeneous time-fractional dif-
ferential equations are solved by a new kind of hybrid
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series method with respect to the Fourier series and power
series. The time-fractional partial differential equations are
transformed into the time-fractional ordinary differential
equations by the Fourier series. Next we obtain the analytical
approximate solutions by using the power series with the
polynomial least squares method. Besides, the analytical
approximate solutions of the examples above are received,
which are presented in the form of data and pictures. The
results show that this hybrid series method is an effective and
reliable method for solving this class of non-homogeneous
time-fractional partial differential equations.

ACKNOWLEDGMENT

The authors would like to thank the referees for careful
reading and valuable suggestions.

REFERENCES

[1] R. L. Magin, Fractional calculus in bioengineering: A tool to model
complex dynamics. Carpathian Control Conference. IEEE, 15 (2012)
464-469.

[2] S. O. Edeki, O. O. Ugbebor, E. A. Owoloko, Analytical solution of the
time-fractional order black-scholes model for stock option valuation
on no dividend yield basis, IAENG International Journal of Applied
Mathematics, 47(4) (2017) 407-416.

[3] J. Sabatier, O. P. Agrawal, J. A. T. Machado, Advances in fractional
calculus. Theoretical developments and applications in physics and
engineering. Biochemical Journal, 361(Pt 1) (2007) 97-103.

[4] H. L. Liao, Y. N. Zhang, Y. Zhao, et al. Stability and Convergence
of Modified Du Fort-Frankel Schemes for Solving Time-Fractional
Subdiffusion Equations, Journal of Scientific Computing, 61(3) (2014)
629-648.

[5] G. Califano, D. Conte, Optimal Schwarz waveform relaxation for
fractional diffusion-wave equations, Applied Numerical Mathematics,
127 (2018) 125-141.

[6] F. Huang, Analytical Solution for the Time-Fractional Telegraph Equa-
tion, Journal of Applied Mathematics, 2009(2) (2014) 51-60.

[7] V. K. Srivastava, M. K. Awasthi, M. Tamsir, RDTM solution of Caputo
time fractional-order hyperbolic telegraph equation, Aip Advances, 3(3)
(2013) 61.

[8] F. Zeng, C. Li, F. Liu, et al. The Use of Finite Difference/Element
Approaches for Solving the Time-Fractional Subdiffusion Equation,
Siam Journal on Scientific Computing, 35(6) (2013) A2976-A3000.

[9] A. H. Bhrawy, M. A. Abdelkawy, A. A. Alzahrani, et al. A Chebyshev-
Laguerre Gauss-Radau collocation scheme for solving time fractional
sub-diffusion equation on a semi-infinite domain, Proceedings of the
Romanian Academy-Series A: Mathematics, Physics, Technical Sci-
ences, Information Science, 16(4) (2015) 490-498.

[10] J. Huang, Y. Tang, L. Vázquez, et al. Two finite difference schemes for
time fractional diffusion-wave equation, Numerical Algorithms, 64(4)
(2013) 707-720.

[11] S. Kazem, M. Dehghan, Semi-analytical solution for time-fractional
diffusion equation based on finite difference method of lines (MOL),
Engineering with Computers, (2018) 1-13.

[12] R. K. Pandey, H. K. Mishra Semi-analytic numerical method for
solution of time-space fractional heat and wave type equations with
variable coefficients, Open Physics, 15(1) (2017) 74-86.

[13] A. Elsaid, S. Shamseldeen, S. Madkour, Semianalytic Solution of
Space-Time Fractional Diffusion Equation, International Journal of
Differential Equations, 2016(2) (2016) 1-9.
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