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Abstract—An improved Iris recognition method was

proposed by adopting the discrete cosine transform (DCT)
method and Gabor wavelet transform algorithm. The
combination of the calculus operator method, improved Hough
transform and the two-step edge detection method is adopted to
realize the iris localization and extraction. The discrete cosine
transform method and the Gabor wavelet transform are
utilized to form the propose improved Gabor wavelet transform
for iris localization and extraction. Finally, the nearest neighbor
distance detector and Euclidean distance are used as the
classifier to realize the iris recognition. Simulation experiments
are carried out to prove the effectiveness of the proposed
strategy.
Index Terms—Iris recognition, Gabor wavelet transform

algorithm, discrete cosine transform method

I. INTRODUCTION
HE appearance of the eye is composed of scleroses,

iris and pupil. The scleroses are the peripheral white part
of the eyeball, accounting for 30% of the area of the eye. The
central part of the eye is the pupil, which accounts for about
5%. The iris contains the rich texture information, which is
about 65%. By the age of 12, the iris has basically developed
enough to enter a relatively stable period. The iris can be used
as a material basis for identification because of its high
uniqueness, stability and unalterable characteristics.
In general, the eye images must be tackled so as to reduce

noises, enhance the images and extract the iris. In 1984, a
super-resolution method in the frequency domain was firstly
proposed to enhance the images [1-2]. The difference
methods are adopted to expand the image sampling points
[3-7]. The repeat back projection method is to carry out the
repeated application of low resolution images and estimation
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of the difference of high-resolution images to update the
estimated high resolution images [8-9]. The convex
projection method is one of the important algorithms to solve
the super-resolution image restoration problem [10-11]. The
partial differential equation algorithm is used to tackle with
the change of images by utilizing the partial differential
equations under some mechanism and find the proper form to
reflect its proper image change. The horizontal line method is
the unified coding of the connected gray area in the image.
After years of hard work, Froment and Whitaker have solved
some problems in the application of the horizontal line
method. In the Iris recognition algorithm, the iris
normalization, feature extraction and classifier are important
components [12-15]. Currently, the internationally influential
algorithms include Daugman's phase encoding method
[16-18], Wilde's Laplacian pyramid based image matching
method [19-20], Bole's one-dimensional wavelet
zero-crossing detection method [21], Tan Tieniu's
two-dimensional texture analysis method based on Gabor
filter [22-23], Lim's method based on Haar wavelet analysis
[24-25], etc. All of these methods are based on grayscale
images in that the grayscale images have provided enough
identification information, and the color of the iris is not an
important information.
This paper proposed an improved Iris recognition method

based on discrete cosine transform and Gabor wavelet
transform algorithm. Firstly, the image of the human eye was
tackled to locate the inner and outer circle of the iris, extract
the iris part, and then filter the extracted iris. Then, the
modified Gabor wavelet transform was adopted to extract
features and realize feature reduction of iris images. Finally,
the iris images were classified by the closest classifier and
Euclidean distance, and the test images were successfully
identified.

II. IRIS POSITIONING AND EXTRACTION
In general, in the process of collecting iris images, the

image of the iris part cannot be directly obtained in that the
collected image contains all the human eyes information. For
iris recognition, the collected eye image must be divided to
retain the image with the iris part so that it can increase the
recognition accuracy. The essence of iris segmentation is to
divide the iris region that is needed for later recognition from
the captured image of the human eye, which is also called iris
localization. The iris structure distribution of the human eye
presents certain geometric features, and the inner and outer
boundary of the iris are approximately two circles. Therefore,
this geometric feature of iris can be used to divide them.
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However, because the pupils are affected by factors, such as
the external light, the size of the pupils will show a different
degree of contraction with these external influences. So the
inner and outer boundaries of the iris are actually two
approximate circles with different centers.

A. Iris Localization and Extraction Based on Calculus
Operator
Dr. Daugman proposed an iris localization method to

locate the iris [26], which adopts the circular detector to
detect the boundary circle of the iris, and the circular detector
is calculated by the differential integral. The curve integral
calculation is realized by Eq. (1).

     
 0 0 0 0

, , ,

,
max

2r y x y x

I x y
G r ds

r r 



  (1)

where,  0 0,y x represents all points that can form a point
coordinate of the center of the circle, r is a variable and it is
constantly changing, and  ,I y x represents the grayscale
value of the pixel point  ,y x .
The concrete operation process of the calculus operator on

the image is described as follows. By gradually increasing
the radius r , the arc d with the center of a circle  0 0,y x
and radius r are carried out the integral calculation. After
obtaining the line integral,  ,I y x is averaged and the
calculated s is carried out the partial derivatives operation
until the directional derivative reaches the maximum value
along the gradient direction, that is to say the the calculated
gradient direction is the direction that the function  ,I x y
increases with the fastest velocity. For a circle, this direction
is the direction of its radius. Thus a circle is determined with
a fixed center and radius. The function of  G r is a
smoothing filter to reduce noises and facilitate the boundary
detection, whose concrete expression is shown in Eq. (2).
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Then this circle is carried out the convolve operation with
the Gaussian function  G r , which is effective to realize
the edge gradient filter and obtains the approximate circle
round the edge of iris both inside and outside. It is the biggest
round among the adjacent rounds with the maximum average
gray level gradient. In order to improve efficiency, Eq. (1)
needs to be discretized, whose discretization algorithm is
shown in Eq. (3).
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(3)

where,  '
0cosx k r m x    ,  '

0siny k r m y    .
Through the above calculation process, the iris edge

location is the calculation of the maximum circular

gray-scale changes in fact. It should be payed attention to the
problem that the gray gradient between the sclera and the
pupil is very small. In order to prevent the denominator from
zero, a small gray scale must be added to the denominator of
the function, so that the iris image is accurately positioned.
The adopted discrete function is shown in Eq. (4).
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(4)

The calculus operator to realize Iris localization has high
accuracy and robustness. However, when locating the center
of the circle and the radius, the center and the corresponding
radius must be repeated, which greatly increases the amount
of calculation. After locating the inner and outer circle of the
iris, the iris is extracted.
All the pixel points are checked in sequence, and their

distances to the center of the circle and the radius of the circle
are compared. Then by dividing points inside and outside, the
pixels within the circle part and outside the cylindrical part
are directly set to 255, and the unnecessary parts are removed
and keep the needed iris parts. In this way, the localized iris
part is extracted. The images in the Casia's eye database are
used to conduct the simulation experiments. The results of
iris localization experiments are shown in Fig. 1 and Fig. 2.
The center coordinate of the inner circle is (168,152) and the
radius r is 36. The center of the outer circle is (170,157) and
the radius R is 106. It can be seen from Fig. 2 that the
calculus operator locating the iris achieves a better
positioning effect.

Fig. 1 Iris location results based on the calculus operator.

Fig. 2 Obtained iris.
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B. Hough Transform and Edge Detection
The principle of Hough transform is to map the image

space to the parameter space. The basic idea is the duality of
points and lines, which is used to map the points on the same
line in the image space to the intersection line in the
parameter space. A two-step positioning method was
proposed by using edge detection and Hough transformation
to locate the iris. Firstly, the human eye image is binarized,
and the edge points are detected and parameterized.
Then the circle parameters that can form the edge of the

circle are voted in the circle. The circle parameter with the
highest number of votes is the inner and the outer boundary
of the iris that need to be located. It is necessary to filter the
human eye images to eliminate the effects of eyelids and
eyebrows on the binarization. The median filter processing
results are shown in Fig. 3. The gradient-based edge detection
operator is expressed as follows.

   , ,G x y I x y  ,  
   2 2

0 0
22

2

1,
2

x x y y

G x y e 



  


 (5)

where,  ,x y      represents the two-dimensional
Laplace operator,  represents the convolution operation,
 ,G x y is a two-dimensional Gaussian function, whose role

is to eliminate noises in order to facilitate the detection of
gradient changes at the boundary, and  ,I x y represents the
gray value of the image at  ,x y . The two-dimensional
Gaussian function and Laplacian differential operator are
combined to proceed the image convolution so as to obtain a
set of two groups of points. The set of points in these two
groups includes the iris inner edge points and the outer edge
points. For obtaining the iris inner circle boundary points, the
traditional method is modified to determine the center of the
inner circle firstly. The obtained center coordinates are
shown in Fig. 4.

Fig. 3 Median filtering.
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Fig. 4 The center of the iris.

When the center of inner circle is fixed, this center is as the
parent point for area growth. It stops growing when the area
grows to the inner circle edge, and this area is extracted after
the growth of the border. This belongs to the wanted border
of the iris inner circle. On the other hand, the edge detection
of iris outer circle is carried out according to the traditional
method. The results on the Iris edge detection tests are shown
in Fig. 5 and Fig. 6. The Hough transform algorithm can be
defined in Eq. (6)-(8).
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0 0 0 0, , , ,i i i ig x y x y r x x y y r     (8)

When H appears its maximum, it can be determined that
the boundary points pass through the circle, that is to say this
circle can be regarded as the outline circle of boundary. Each
circle has a definite center  ,x y and a radius r . The three
quantities ( x , y , r ) form a set of circle parameters. The
complexity of the Hough transform is proportional to the
number of parameters. The amount of calculation in theory is
is exponentially growth with the number of these parameters.
The Hough transform without interruption of the curves can
effectively reduce the noise interference. However, the
calculation of Hough transform is large and time-consuming,
and it also takes up memory. After locating the inner and
outer circle of the iris, the iris can be extracted. Its principle is
consistent with the calculus iris extraction method, which
directly compares the distance of all the pixels to the center
with the size of the radius and divides the inside and outside
points based on the compared results.

Fig. 5 The inner circle of iris.

Fig. 6 The outer circle of iris.
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The pixels inside the inner circle and the outer circle are set
as 255 directly, making them white, that is to remove the
unnecessary parts and keep the needed iris part. Thus the
localized iris part is extracted. The images from Casia's eye
database are adopted to conduct the simulation experiment
and the results based on the two-steps iris localization method
are shown in Fig. 7 and Fig. 8. The located inner circle center
coordinate is (236,300) and the radius r is 52. The outer
circle center coordinates is (234,299) and the radius R is 105.
It can be seen from Fig. 7 and Fig. 8 that the adopted
two-steps method can also be used to locate the iris.

III. IRIS NORMALIZATION UNFOLDS

After extracting the iris area, because the pupil itself may
have the shrinking and enlargement cases, and the collected
human eye images may have translation, rotation and scaling
problems. In order to reduce the impact of these factors, it is
necessary to normalize the collected iris images. Iris
normalization process maps the iris ring region into a
rectangular region by the coordinate transformation. The
length of the rectangular area is the angular resolution and the
width is the radial resolution. After normalization, these
external disturbances can be effectively reduced. The
mapping operator can be described as:

      , , , ,I x r y r I r   (9)
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  
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(10)

Fig. 7 Two step method for iris location.

Fig. 8 Obtained iris.

After using the above mapping strategy, the iris is in polar
coordinates. Because the extracted iris is circular, the iris
image presents a rectangle in polar coordinates  ,r  . The
Iris normalization method is described as follows. Seen from
the data of the inner and outer circle centered by the iris, the
center of inner circle and outer circle is not a point, where
there is a certain deviation. The iris schematic diagram is
shown in Fig. 9.

2O P R represents the radius of the outer circle, 1O P r
represents the radius of the inner circle, the center of the outer
circle is  2 2,x y , and the center of the inner circle is  1 1,x y .
The distance between the inner circle and the outer circle is
calculated by Eq. (11).

   2 2
1 2 1 2r x x y y     (11)

The angle between the horizontal line with the center of
inside and outside circle is calculated by Eq. (12).

2 1

2 1

arctan y y
x x

 


 (12)

The Eq. (13) is used to calculate the outer radius R .

   2 2 2cos cos cos sinr r r r R         (13)

Eq. (11) can be expanded as:

 2 2 22 cos cos sin sin 0r r r r R          (14)

The inner circle radius r is calculated by Eq. (15).

    22cos sinr r R r          (15)

When the center and the corresponding radius of the inner
and outer circle of the iris have been obtained, the quantities
in the above equations are known. The iris area can be
normalized by expanding the inner and outer edges of the
pupil. The iris normalization is realized by Eq. (16)-(19).

      22cos sinr r R r           (16)

Fig. 9 Iris sketch.
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   2 cosx x r    (17)

   2 siny y r    (18)

   , ,Normalrize i j I x y (19)

where, 1,2,3,i M  , 1,2,3,j N  , and 180j   .
In the angle direction, the resolution must take the

perimeter of the inner boundary, which is N pixel points
with the smallest perimeter so that all the angles can reach
this resolution. In the radial direction, the resolution M
should select the radius of the inner and outer circle of the iris
as the radius resolution so that the radial direction can be
resolved in any direction. In this case, when using the
extraction of Iris based on the calculus operator method, M
is 58 and N is 496. When using Hough transform and edge
detection to extract iris normalization again, M is 83 and N
is 719. After normalization, the experimental results of
Histogram equalization are shown in Fig. (10)-(13).

IV. IRIS RECOGNITION BY IMPROVED GABORWAVELET

A. Classical Algorithms of Iris Feature Extraction

1. Daugman's Iris Texture Feature Extraction Algorithm
This method is a phase analysis method, whose principle is

to use the calculus operator to locate the iris first, and then
uses the Gabor wavelet transform to extract texture features.
The coding method of iris recognition is shown in Fig. (14). It
must be pointed out that this method does not adopt the
amplitude information of filter results as iris characteristics,
and uses the phase quantization method to code the phase
information of the iris textures so that the characteristic code
of the binary is constructed. That is to say that the character
coding of the real part and the imaginary part of the filtering
result are set up.

Fig. 10 Calculus operator method for Iris location, normalization and
expansion.

Fig. 11 Histogram equalization.

Fig. 12 Result of Iris localization, normalization and expansion.

Fig. 13 Histogram equalization.

Fig. 14 Coding method of Iris recognition.

The specific coding method is described as follows. Each
plural result is recorded using two binary numbers. If the real
part is greater than or equal to 0, the first characteristic is set
as 1, otherwise 0. Similarly, if the imaginary part is greater
than or equal to 0, then the second eigenvalue is 1, otherwise
0. Finally, the Hamming distance classifier is adopted for
classification decision.

2. Wildes Iris Texture Feature Extraction Algorithm
Prof. Wildes presented an image matching algorithm based

on the Laplace pyramid (multi-scale matching recognition
algorithm), whose principle is to filter the Iris images by
using a Gaussian filter template and construct a 4-layer
Laplace pyramids to extract the Iris texture. The
Laplace-Gauss filter is defined as:

2

2
2

2
4 2

1 1
2

e



 

 
  

 
(20)

where,  represents the standard deviation of the Gaussian
function, and  represents the radial distance from the point
in the image to the center of the filter.
The Laplacian of Gaussian (LOG) is used to decompose

the iris images on the isotropic frequency bands so as to form
the Laplace pyramid. TW w w is adopted to form a
low-pass filter, where (1 /16)[1,4,6,4,1]w  . Given a picture
I , W and I are carried out the convolved operation to
obtain the filtered image kg , whose function can be
expressed as:

 1 2k kg W g  
  (21)

where, 0g I , and 2() represents a reduced sampling with
coefficient 2 at the latitude of each image. The relationship
between kI , kg and 1kg  can be expressed as:

 1 2
4k k kI g W g  

   (22)

where, 2() represents an expanded sampling with coefficient
2 in the rows and columns of the original image.
After four iterations, a 4-stage Laplace pyramids are set up.

Then the picture 1p and 2p are converted into the sequence
1[ , ]p i j and 2[ , ]p i j of m n , and the standardized 1p and
2p can be expressed as:
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where, 1 and 2 represent the average of 1p and

2p ,
1 1

( [ , ]) / ( )
n m

k k
i j

p i j nm
 

  ，k =1, 2； 1 and 2 are the

standard deviations of 1p and 2p ，

 2
1 1

( [ , ] ) / ( )
n m

k k k
i j

p i j nm 
 

  ， k =1, 2.

Because this method takes advantage of all the possible
Iris texture information, it relatively needs a large amount of
calculation, which is its biggest drawback. But this
characteristic makes the method be able to obtain the better
distinguished different iris images.

3. Bole Iris Feature Extraction Method
Boles proposed an iris recognition algorithm, which is a

zero-crossing detection algorithm. Since this method adopts
the wavelet transform zero crossing technique, it has
established a one-dimensional expression of the grey degree
contour of iris. The method is centered on the center of the
iris, and the iris images are sampled at intervals. The
two-dimensional iris image is transformed into a
one-dimensional signal  f x , and the wavelet function is
the second derivative of the smooth function  x .

   
2

2

dx x
dx

  (24)

where,  x is the Gauss smoothing function.
The second derivative of the Gauss function and the signal

function  f x are carried out the wavelet transform, which
can be expressed as:

          
2

2
2s s s

dW f x x f x s f x x
dx

     (25)

where,    (1 / )s x s x s  , s R and 0s  , which is
named as the scale factor.
It can be seen from the above equation that the wavelet

transform result of  f x is directly proportional to the
second derivative of  f x after the smooth filtering
operation. Then the zero crossing point nZ of  sW f x is
recorded. Mallat proposed that it is only necessary to record
the position nZ of each zero cross point in  sW f x and the
integral value of the transformation result between any two
adjacent zero crossings.

 
1

n

n

Z

n sZ
e W f x dx



  (26)

Through the above principle, some iterative computing can
be used to reconstruct the signal  f x . The extracted iris
image is  f x , so the obtained ,[ ]n n n ZZ e  can be named as the
eigenvalue of the iris. The advantage of this method is that

the iris image drift, rotation and proportion invariant are not
sensitive to the brightness change and noises.

B. Gabor Wavelet Transform
The Gabor wavelet transform is a wavelet transform based

on the Gabor function, which can be used to analyze all kinds
of images. The principle of Gabor wavelet transform is
described as follows. The Gabor function itself constitutes an
non-orthogonal basis to describe a relatively localized
frequency with a given basis function and its expansion.
Because of this reason, the wavelet transform of the Gabor
function can be adopted to perform the feature extraction of
iris images by using a set of different scales of filters for
obtaining the local characteristics of images with different
scales. The two dimensional Gabor function is expressed as:

 
2 2

2 2

1 1, exp 2
2 2x y x y

x yg x y jWx
   

    
               

(27)

 ,g x y is regarded as the basis function, and then
expanded. This process is to carry out the rotation and scale
expansion transformation in order to obtain the Gabor
wavelet, whose specific expression is shown as:

   ' '
, , ,m

m ng x y a G x y ， 1a  ， ,m n Z (28)

where,    ' ', cos sin , sin cosmx y a x y x y       ,
n M  , M represents the number of directions, and ma

represents the scale factor.
A set of Gabor wavelet filters with different directions and

scales are obtained by changing the values of M and n .
However, these obtained wavelet clusters are orthogonal to
each other. If they are used to filter the images, there will
have a large number of redundant information. So when
using the Gabor wavelet filter for iris feature extraction, the
key step is how to design these function parameters. If the
parameter design is reasonable, it can let the redundancy of
the image information minimum or the ideal.
Suppose LU is the minimum frequency of filter center,
HU is the maximum frequency of filter center frequency, M

is the number of Gabor wavelet filter directions, and S is the
scale of Gabor wavelet filter. According to 1s

H LU U  , the
scale parameter can be calculated by:

1
1s

H

L

U
U


 

  
 

(29)

Eq. (30) can be obtained by Eq. (27).

 

2 2 1

2 1

2 2 2
1 1
1

s s
H L

s

U U t t t t t

t

   
 


 



      


 




(30)

Since the half width of the standard deviation δ of
Gaussian function is 2 ln 2 , its corresponding maximum
half width of the filter is 1 2ln 2s

ut   . This relationship
is fed into Eq. (29) and Eq. (30) to obtain:

Engineering Letters, 27:4, EL_27_4_04

(Advance online publication: 20 November 2019)

 
______________________________________________________________________________________ 



 
 

1
1 2ln 2

H
u

U








(31)

According to the prior knowledge, the tangent angle of two
adjacent ovals is /M  , so obtain:

 2 2

2 2 1
2ln 2 2ln 2

H

u v

u U v
 


  (32)

Because of tan
2

v u
 , obtain:

2 2 2 2 2 2 2 2 2tan 2 2ln2 0
2v u H v H v u vu U u U           

 
(33)

In the above equation for u , the condition that it can have
a real number solution is described as:

2
2tan

2 2 ln 2
H

v u
U   (34)

By utilizing Eq. (33) and (34), obtain:

 

2 2

1
2 2 2

2

tan 2 ln 2 2ln 2
2

2ln 2
2ln 2

u v
v H

H H

H

H

U
M U U

U

 




            
      

 
 

  

(35)

After a series of theory derivation, the relationship among
the parameters of the Gabor wavelet filter is obvious. By
determining these five parameters (ω, S , M , HU and LU ),
the other parameters can be easy to be found out. The
extracted iris is converted into the polar coordinates so that
the Gabor filter has symmetry. The filter with direction
 0, can completely describe the iris information in  0,2
direction. Therefore, the adopted Gabor wavelet filter has
five different frequencies (1，1 / 2 2，1/ 2，1/ 2 2 ，1/ 4 )
and four different directions ( / 4 ， / 2 ， 3 / 4 ，  ).
Twenty Gabor wavelet filters are used to normalize the iris
images. The results of the normalization are shown in Fig. 15
to Fig. 17.

C. Two-dimensional Discrete Cosine Transform (2D
DCT)
The two-dimensional discrete cosine transform is defined

as:

   
1 1

0 0

1F 0,0 ,
N N

x y
f x y

N

 

 

  (36)

     1 1

0 0

2 12F 0, , cos
2

N N

x y

x v
v f x y

N N
 

 


  (37)

     1 1

0 0

2 12F ,0 , cos
2

N N

x y

y u
u f x y

N N
 

 


  (38)

       1 1

0 0

2 1 2 12F u,v , cos cos
2 2

N N

x y

y u x v
f x y

N N N
  

 

 
  

(39)

Fig. 15 Real part of iris feature.

Fig. 16 Imaginary part of iris.

Fig. 17 Combination of real part and imaginary part.
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where,  ,f x y is the image space matrix,  ,x y is the
position of the current image pixel, and
 F ,u v ( , 1,2, , 1u v N  ) is the transform coefficient

matrix.
The two-dimensional discrete transformation is to carry

out one-dimensional discrete transformation twice. Fig. 18 is
the effect of DCT transformation. According to above results,
it can be found that the power of the transformed DCT
coefficients is mainly concentrated in the upper left corner,
and most of the remaining coefficients are close to zero. It
shows that DCT has the characteristics of image compression.
Thresholding the transformed DCT coefficient and zeroing
the coefficient smaller than a certain value are named as the
quantization process in the image compression.The inverse
DCT operation is performed to obtain a compressed image.
By the same token, if the Gabor filtered image is processed
with 2D DCT, its effect is shown in Fig. 19.

(a) Original image
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4
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8

10

(b) Transferred image

Fig. 18 DCT transform effect.

Fig. 19 DCT processing after filtering.

Most of the energy of the image after 2D DCT processing
is concentrated in the DC part, that is to say the energy is
concentrated in the upper left corner of Fig. 19, which can
remove the correlation between the images and make the
image coding simple. For the image feature extraction, a
small amount of information in the upper left corner can be
extracted as the effective information of the image, which can
greatly compress the image. Thus this is the principle of
dimension reduction of DCT.

D. Iris Recognition Based on Improved Gabor Wavelet
According to the principle of Gabor wavelet, the Gabor

filter processes all pixels in the entire image, which will make
Gabor filter recognition rate relatively higher. However, not
all pixels are the feature points of the image, that is to say the
feature point of the image is only a small part of the image
pixels. Therefore, the Gabor filter does a great deal of useless
work so as to result in a great increase of recognition time.
When using the Gabor filter, it must be considered how to
reduce the recognition time.
After image processing by the 2D DCT, the image is

mainly focused on DC parts. If considering to use 2D DCT to
process the image firstly, and only capturing the image in the
the upper left corner, a large number of useless information
can be removed and the main message is left, which greatly
reduces the workload of the Gabor filter. On the other hand,
the Gabor filter is slow and laborious, and the 2D DCT can
greatly reduces the recognition time. 2D DCT can remove the
correlation among images to a certain extent, which is helpful
to improve the recognition rate.
In this paper, the idea of this improved Gabor wavelet filter

is to process the image first through 2D DCT, and intercept a
small portion of the upper left corner, compress the image
effectively, then extract the features by Gabor wavelet.
Thereby the recognition time will be greatly improved and
the recognition rate will also be improved to some extent.

V. IRIS RECOGNITION CLASSIFICATION

A. Minimum Distance Classifier
The minimum distance classifier is one of the most

commonly used distance classifiers. Firstly, the class centers
of known samples (class average) are calculated. Then the
samples to be identified are classified as the class where the
nearest class center is located.
In an n -dimensional space, A is defined as the name of

the category, AX is the feature set of samples, Anx is the
characteristic set of the n -th dimensions of class A , A is
the mean of A , and An is the mean of the n -th feature set.
The minimum distance taxonomy first calculates the mean of
all dimension of each known class

 1 2 3, , ,A A A A AnX x x x x  , which will form an average
vector  1 2 3, ,A A A A An      . In the same way, the mean
vector  1 2 3, ,B B B B Bn      of another category

 1 2 3, ,B B B B BnX x x x x  is calculated. Then the distances
from X to AX and BX are calculated respectively to obtain
 , Ad x  and  , Bd x  .

B. Classifier Distance
After the iris samples undergo the feature extraction

process, the feature space formed by these feature vectors is
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finally formed. Therefore, how to calculate the similarity
between the samples can be achieved by calculating distance
or angle. Given the vectors x and y , the common similarity
measures include the following four distances. In this paper,
the Euclidean distance is selected as the classifier distance.

1. Euclidean distance

   2
1

,
n

i i
i

d x y x y x y


    (40)

2. Block Distance

 
1

,
n

i i
i

d x y x y


 (41)

3. Mahalanobis distance

     1, Td x y x y C x y   (42)

where, C is the covariance matrix of the model, which can
be simplified as:

 
1

,
n

i i

i i

x yd x y


 (43)

where, i is the variance of the i -th component.

4. Cosine angle

  1

2 2

1 1

,

n

i i
i

n n

i i
i i

x y
x yd x y
x y

x y



 


 



 
(44)

VI. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS

Simulation experimental environment is described as
follows. Windows 10-64 bit operating system, the memory is
8G, the processor is Intel (R) Core i7 7th Gen, MATLAB
R2014a simulation software. Five iris images are randomly
selected as test images, and their number are set as 1-5. On
the same time, each test picture has two corresponding iris
pictures as training images, so there is a total of 10 training
images. The differences of iris recognition time and iris
recognition rate are compared between the improved Gabor
wavelet transform method and the unimproved method. Fig.
20 shows the Iris images in Casia iris database. The
recognition results are show in Fig. 21 and Fig. 22. It can be
seen from the above simulation results that the recognition
time based on the improved Gabor wavelet transform is
significantly faster than the recognition time without
improved method. The recognition time has improved at least
4s. The simulation results fully shows the validity of the
improved algorithm.

Fig. 20 CASIA iris database.

(a) Test image (b) Equivalent image

Fig. 21 Recognition results.
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Fig. 22 Comparison of recognition time.

VII. CONCLUSIONS
The processing of the human eye images includes the iris

localization, iris extraction and iris normalization, etc. In this
paper, two classical iris processing processes (Hough
transform and edge detection two-step method to locate the
iris and calculus operator localization iris) are described in
detail. In this process, an improved two-step positioning
inner circle is proposed by using the regional growth method.
In the iris feature extraction process, the improved Gabor
wavelet transform is adopted to extract the iris feature, which
is one of the highlights of this article. The Gabor wavelet
transform is compared with non improved algorithms, and
the simulation results show the effectiveness of the improved
algorithm. Finally, the recognition experiments were
successfully carried out, and the improved algorithm has
greatly reduced the recognition time.
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