
 

 

Abstract— Hydraulic turbine regulating system (HTRS) is a 

complex and nonlinear system, which might not be controlled 

well by traditional PID controller. Fortunately, sliding mode 

controller (SMC) has certain advantages in dealing with 

nonlinear system. Moreover, the design of control law for 

controller is difficult but extremely necessary. Therefore, an 

improved fuzzy artificial bee colony algorithm (IFABC) is 

proposed and applied to the parameter optimization of 

improved PID-SMC (IPID-SMC) controller, which will be 

compared with the conventional PID controller and traditional 

SMC controller. The simulation results indicate that the 

proposed IPID-SMC controller improves the nonlinear HTRS 

system performance with faster convergence speed and accurate 

convergence precision. In the proposed method, the sliding 

surface of the controller has been integrated with 

proportional-integral-derivative (PID) controller, and the 

parameters of PID controllers first obtained through particle 

swarm optimization (PSO) algorithm. Next, other parameters 

will be optimized by these four algorithms, which include DE 

algorithm, PSO algorithm, ABC algorithm and IFABC 

algorithm. The results show that the proposed IFABC algorithm 

reduces the chattering of IPID-SMC controller and improves 

the dynamic performance of the nonlinear HTRS system. 

 

Index Terms— Hydraulic Turbine Regulating System (HTRS), 

Sliding Mode Controller (SMC), PID Sliding Surface, Improved 

PID Sliding Mode Controller (IPID-SMC), Improved Fuzzy 

Artificial Bee Colony Algorithm (IFABC) 

I. INTRODUCTION 

ydraulic turbine regulating system (HTRS) is a 

non-minimum phase and complex nonlinear system, 

which is composed of conduit system, water turbine system, 
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servo system and generator system [1-4]. In the electrical 

power system, the instability of the client load will cause the 

safety and quality problems of the users. Therefore, the 

optimization of the dynamic performance of HTRS system is 

especially important. Establishing a suitable control rule for 

HTRS system is still a serious problem due to the nonlinear 

characteristics and varying loads [5-7]. 

In recent years, PID controller [8] is widely used in the 

dynamic performance optimization of HTRS system because 

of its simple structure and easy implementation [9, 10]. 

However, the PID controller is too simple to handle signals 

and does not take full advantage of it. In the past decades, 

more and more advanced controller is designed for HTRS 

system, such as robust controller, integrated management 

controller (IMC), fuzzy controller, load shedding controller 

and sliding mode controller (SMC), etc. Among them, SMC 

controller is applied to optimize the dynamic performance of 

the HTRS system due to its rapid response, online monitoring, 

simple implementation and strong robustness [11].  

SMC controller is essentially a special kind of nonlinear 

control whose nonlinearity is represented by the discontinuity 

of the control [12]. Different from other control strategies in 

that the 'structure' of system is not fixed, and the destination is 

constantly changing in the dynamic process according to the 

current state of the system, finally the system is forced to 

move to a predetermined state trajectory. In Refs. [13, 14], the 

first-order SMC controller and second-order SMC controller 

is adopted to turning the dynamic performance of HTRS 

system when it is under the load and frequency conditions, 

respectively. The simulation results prove the effectiveness of 

SMC controllers in dominating HTRS system. However, it is 

worth noting that the hydropower systems previously 

involved are linear, and the robustness of the SMC controller 

in hydropower systems has not been proven for some of the 

external and uncertain disturbances. 

In order to modify the shortcomings of the standard SMC 

controller, we proposed an improved SMC controller 

(IPID-SMC), which combines the PID control with sliding 

mode control. One of the key stages in establishing SMC 

control is the structural design of the sliding surface. On the 

one hand, due to the simple feasibility and wide application of 

PID control. On the other hand, in order to ensure that HTRS 

system track the frequency given value well, the 

proportional-integral-differential (PID) is taken as the sliding 

mode surface for SMC controller. Another key stage in the 

design of the SMC controller is the design of sliding mode 

control law. Among them, the robustness of the sliding mode 

control is guaranteed by the switching control, but the 

chattering of the sliding mode control is caused by the 
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Nomenclature 

Hydraulic Turbine Regulating System (HTRS): 

♦     the Parameters of Hydro-turbine  

Mt the torque of the hydro-turbine  emx the partial derivatives of hydro-turbine 

torque with respect to the hydro-turbine 

speed, guide vane and water head 

Q the water flow of the hydro-turbine  emy 

mt the deviation of the hydro-turbine torque  emh 

q the deviation of the hydro-turbine water flow    

x the deviation of the hydro-turbine speed  eqx the partial derivatives of hydro-turbine flow 

with respect to the hydro-turbine speed, 

guide vane and water head 

y the deviation of the hydro-turbine guide vane  eqy 

ht the deviation of the hydro-turbine water head  eqh 

hw the characteristic coefficient of the pipeline    

u the output of the controller  Tab   the mechanical starting time 

Ty the relay related time constant    

♦     the Parameters of Generator 

δ     the relative deviation of generator rotor angle  xdΣ   the direct axis reactance of generator 

ω    the relative deviation of generator speed  x' d   the transient axis reactance of generator 

D    the damping constant of generator  xT     the short-circuit reactance of transformer 

Me    the electromagnetic torque of generator  xL      the reactance of transmission lines 

Pe    the electromagnetic power of generator  xqΣ    the quadrature axis reactance of generator 

E' d   the transient voltage of d-axis  xq      the synchronous of quadrature axis 

Vs   the generator voltage of infinite bus system    

♦    the Parameters of Controller 

·    PID controller  · IPID-SMC controller 

Kp   the proportional adjustment coefficient  η1    a constant of assisted item 

Ki    the integral adjustment coefficient  η2 a constant of assisted item 

Kd   the differential adjustment coefficient  ξ a small constant of IPID-SMC controller 

·    SMC controller 
 Kp´ the proportional adjustment coefficient of 

IPID-SMC controller 

s     the designed sliding mode surface  Ki´ 

 

the integral adjustment coefficient of 

IPID-SMC controller λ       a positive constant of sliding mode controller  

η   a positive constant of assisted item  Kd´  

 

the differential adjustment coefficient 

of IPID-SMC controller 

 

Δ   a small constant of sliding mode controller  

 

switching control. For these reasons, the saturation function is 

used instead of the sign function to reduce chattering that 

come from SMC controller in Ref. [15]. However, the 

tracking accuracy and disturbance rejection characteristics 

will be reduce because of the limitation of sliding mode 

variable. The fuzzy method is added into the SMC controller 

design to decrease chattering in Ref. [16]. However, there are 

some issues for the fuzzy idea. Firstly, the fuzzy control rules 

are mostly based on the experience of experts or the existing 

knowledge of people, and different people possess different 

fuzzy control rules. Secondly, the acquisition of fuzzy SMC 

controller parameters requires long-term and extensive trial 

and error, which is unlikely to be realized in practical 

applications. In Ref. [17], the SMC controller is designed by 

combining the proportional-differential and sliding surface, 

but there is still a strong chattering. 

In this paper, a novel PID-SMC controller is proposed to 

reduce the chattering of traditional SMC controller and 

improve the ability to resist external interference, so that the 

dynamic performance and stability of nonlinear system are 

improved. At the same time, the switching function is 

modified by adding a new term and introducing a new 

continuous function. Among them, the proportions, integrals 

and differential coefficients that obtained from experience or 

other articles are unable to satisfy the accuracy of designing 

controller, so the intelligent algorithms will be used to 

optimize these three coefficients, which will be applied to 

design the IPID-SMC controller. 

Fortunately, the application of various artificial 

intelligence algorithms will solve the above problems 

effectively. In Refs. [18, 19], SMC controllers based on 

particle swarm optimization (PSO) and imperialism 

competitive algorithms (ICA) are applied to solve the 

nonlinear problems in HTRS system. However, there are 

some problems of two kinds of algorithms, which include that 

are prone to local optimum and poor convergence, it is also 

difficult for fuzzy sliding mode controller to obtain more 

accurate parameters. The artificial bee colony algorithm 

(ABC) is a bionic intelligent evolutionary algorithm (EA) that 

has developed rapidly in recent years [20]. The algorithm 

searches for high-quality solutions by simulating bee foraging 

activities. What’s more, the algorithm will perform global 

exploration and local exploitation during each iteration. This 

is also the difference between ABC algorithm and other 

intelligent algorithms such as PSO algorithm [21, 22], 

differential evolution algorithm (DE), and cuckoo search 

Engineering Letters, 28:1, EL_28_1_21

Volume 28, Issue 1: March 2020

 
______________________________________________________________________________________ 



 

algorithm [23, 24], but there are also some problems such as 

low optimization accuracy and poor convergence. Therefore, 

this paper proposes an improved fuzzy artificial bee colony 

algorithm (IFABC), which based on standard ABC algorithm.  

The rest of the paper is organized as follows: In Section Ⅱ, 

a nonlinear dynamic model of HTRS system is introduced, 

which include conduit system, water turbine system, electric 

hydraulic servo system and generator system. Section Ⅲ 

introduces the working process of SMC and IPID-SMC 

controller. Section Ⅳ summarizes the ABC algorithm and 

describes the proposed IFABC algorithm in detail. And then 

the structure diagram of IPID-SMC controller assisted with 

IFABC algorithm for HTRS system is proposed in Section Ⅴ. 

The simulations and analysis are given in Section Ⅵ. Finally, 

Section Ⅶ draws conclusions of this paper. 

II. A NONLIINEAR DYNAMIC MODEL 

The structure of HTRS system is illustrated in Fig. 1.It can 

be seen from Fig. 1, the HTRS system is mainly composed of 

conduit system, water turbine system, electro-hydraulic servo 

system and generator system [1-4]. 

A. Mathematical Model of Conduit System 

The conduit system is significantly important to the unit’s 

operation. And it is usually consists of water guiding tunnel, 

surge tank and pressure pipeline. The function of the system is 

to introduce the water flow of the upstream reservoir into the 

water conduit to promote the work of the generator unit. 

The common linear model of turbine only considers rigid 

water hammers, but plastic water hammer is often an 

important factor that cannot be ignored in the theoretical 

research and engineering practice of HTRS system. Since 

both the water body and pipe wall are elastic, the effect of this 

elastic water hammer effect on the system must be taken into 

  

account when the pipe is so long. When considering more 

detailed nonlinear factors in the system, the transfer function 

between unit flows q to h is generally expressed as a 

hyperbolic section function as shown below. 

    2 0.5h w rG s h th T s   (1)
 

Where hw is the characteristic coefficient of pipeline, Tr is the 

water hammer time constant of pipeline. 

Expanding the above Eq. (1) into the following as: 

  

 

 

 
 

2 1

0

2

0

0.5

2 1 !
2

0.5

2 !

j
n

r

j

h w i
n

r

i

T s

j
G s h

T s

i








 





 (2)

 

Conduit system is rigid when n=0; and when n≥1, it is an 

elastic water hammer system. Therefore, when n=1, Eq. (2) 

can be written as follows. 
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Further, we can obtain the transfer function between the 

guide vane and torque of HTRS system as follows. 

  

3 2

3

3 2

2 3

3 24

3 24 24

m
my w r w r

t

qh

qh w r r qh w r

e s s
e h T h T

G s
e

s s s
e h T T e h T

 

  

  
 (4)

 

Where em is an intermediate variable, and em=eqy*emh/emy-eqh.  

In conclusion, the state space equations of Eq. (4) can be 

shown as Eq. (5). 
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Fig. 1. A layout scheme of the hydro power station plant 
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are intermediate variables.  

B. Mathematical Model of Water Turbine System 

The water turbine is the key part of the research on the 

HTRS system, and the structure diagram of HTRS system is 

shown in Fig. 2. The dynamic characteristics of HTRS system 

can be described as a torque function and a flow function as 

follows. 

 
( , , )

( , , )

t t t

t t t

M M x y h

Q Q x y h





 (6)

 

Where Mt and Qt are torque and water flow of hydro-turbine x, 

y and ht denote the hydro-turbine head, hydro-turbine speed 

and guide vane opening, respectively. 

The Taylor series is used to expand the Eq. (6), the 

following expression is obtained as Eq. (7) through omitting 

the higher order terms above the second order. 

 
t mx my mh t

t qx qy qh t

m e x e y e h

q e x e y e h

      

      

 (7)

 

Where
 
Δmt, Δqt, Δx, Δy, Δht, denote the relative deviation of 

Mt, Qt, x, y and ht, respectively. And emx= ∂mt / ∂x, emh= ∂mt / 

∂h, emy= ∂mt / ∂y, eqx= ∂qt / ∂x, eqy= ∂qt / ∂y, eqh= ∂qt / ∂h denote 

the transfer coefficient of Mt to x, transfer coefficient of Mt to 

y, transfer coefficient of Mt to h, transfer coefficient of Qt to x, 

transfer coefficient of Qt to y, transfer coefficient of Qt to h, 

respectively.  

C. Mathematical Model of Electro-hydraulic Servo System 

Electro-hydraulic servo system is the actuator of water 

turbine, which mainly acts on the controller. Simplified its 

model to a first-order system and expressed as follows. 

 y

dy
T y u

dt
   (8)

 

Where y, u represent the relay stroke and output of the 

controller, respectively. Ty is the time constant (s) associated 

with the relay. 

D. Mathematical Model of Generator System 

In order to understand the oscillation process and stability 

of the generator under the disturbance, a second-order 

generator model is adopted in this study. And the expression 

of generator can be represented as follows. 
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Where δ, ω, Tab denote the rotor angle, the deviation of 

relative speed and generator mechanical time constant, 

respectively. And ω0=2πf0, D stands for damping coefficient, 

which is generally regarded as a constant, and the value is 

between 0 and 3. 

It is generally considered that the electromagnetic power Pe 

is equal to its electromagnetic torque me when analyzes the 

dynamic characteristics of the generator, which can be written 

as follows. 

 e em P  (10) 

In a hydroelectric system, the electromagnetic power of the 

generator can be expressed as follows. 
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Where E´d is the transient voltage of d-axis in generator, xqΣ 

and x´dΣ denote the reactance sum of q-axis and d-axis, which 

are described as follows. 
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Where xT and xL are the short-circuit reactance of transformer 

and the reactance of transmission lines, respectively. 

E. Mathematical Model of HTRS System 

In summary, the HTRS system is a multi-inputs and 

multi-outputs system, and the state-space equation for the 

HTRS system is described as follows. 
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And when the external load changes, the mg usually changes 

accordingly in Eq. (13). Among them, adopting the 

parameters δ, ω, mt and y as the state variables and selecting 

the parameters x1, x2 and x3 as the intermediate variables. 

III. CONTROLLER DESIGN FOR HTRS SYSTEM 

In this section, the input/output feedback linearization 

control method is first used to design the sliding mode 

controller. Then, based on the design of traditional SMC 

controller, a novel idea is added to avoid the chattering 

phenomenon that caused by the traditional sliding mode 

control, which affects the control precision and control 

performance of the system, thus perfecting the design of the 

IPID-SMC controller. 

A. Input/output Feedback Linearization Method 

As can be seen from Eq. (13), there is no direct connection 

between the output of HTRS system ω and the output of 

controller u. Therefore, we differentiate the system output ω 
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with respect to time, and get the connection between ω and u 

is as follows. 

 ( ) g( ) ( )f x x u d t      (14) 
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B. Design of Traditional SMC Controller for HTRS System 

There are two steps to design the SMC controller. 

Step1: Designing the sliding mode function s(x).  

In this paper, the sliding mode function is selected as: 

 s e e   (15) 

Where e=ωd－ωt, ωd and ωt denote the expected and actual 

output value of HTRS system, respectively. And e is the 

relative deviation of speed for HTRS system.  

In order to improve the dynamic quality of approaching 

motion, the exponential approach law is used to ensure that 

when s is large, the system will approach the sliding mode 

state at a large speed. The expression of the exponential 

approach term is as follows. 

 ( ) ( ) sat( )d t d ts s            (16) 

Where λ, η are two positive constants, the saturation function 

sat(s) is an improvement on the basis of the sign function 

sgn(s), thus the sat(s) can be defined as follows.  

 

1,   

sat( ) , , 1/

1,

s

s ks s k

s

   


      
   

 (17) 

Where Δ is a tiny number to ensure the saturation function 

owns a large slope. 

Step2: Designing the sliding control law uSMC.  

The equivalent sliding mode control is adopted in this 

paper. The equivalent sliding mode control is composed of an 

equivalent control item and a switching control item, which 

can be represented by Eq. (18). Among them, ueq makes the 

state converge along the sliding mode surface when s is equal 

to 0; usw is used to force the state reaches the sliding surface, 

the switching item always works as long as the sliding mode 

surface is not equal to 0. The definitions of these two items 

can be denoted by Eq. (19) and (20). 

 
SMC eq swu u u   (18) 

 
1

( * ( ))
( )

equ e f x
g x

     (19) 

 
1

sat( )
( )

swu s
g x

  (20) 

C. Design for the Improved PID-SMC Controller 

In order to achieve the better performance of the nonlinear 

system, the robustness of the SMC controller and the good 

response characteristics of the PID controller are combined to 

design the PID-SMC controller. There are three main steps in 

the design of the improved PID-SMC controller (IPID-SMC). 

Step1: Designing the sliding mode function s(x). 

PID sliding mode is adopted to design the s(x), and 

Lyapunov is used to prove the stability of the controller. 

What’s more, the parameters Kp´, Ki´, Kd´of PID method is 

obtained through particle swarm optimization (PSO) 

algorithm. Therefore, the expressions of s(t) and ueq can be 

defined as follows. 

 
( )

( ) * ( ) * ( ) *p i d

de t
s t K e t K e t dt K

dt
      (21) 

According to literatures, the function of sliding mode 

surface can be defined as follows. 

 ( ) sgn( ) ( )s t s d t    (22) 

Where Kp´, Ki´, Kd´are proportional, differential and integral 

adjustment parameters, respectively. 

The expression of ueq as Eq. (23) shows is obtained by 

deriving s(t). 
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 (23) 

Step2: Verifying the stability of system. 

Corollary. For the model (13) about HTRS system, the 

system with the manifold (16) and control output (18) is stable 

in the sense of Lyapunov once the following two conditions 

are met.  

(1) The system is controllable, i.e. ( ) 0g x  . 

(2) The external interference is bounded, i.e. 

rD  ，
: 0

max ( )r
t

D d t


 . 

Proof. A Lyapunov function is selected as Eq. (24) shows in 

this paper [19]. 

 
1

( )
2

TV x s s  (24) 

The derivation of time is defined as follows. 
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( ( )) 0
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 (25) 

Based on the asymptotic stability theorem, the sliding 

manifold is attractive and invariant [25], which is proved that 

the system is globally stable in the Lyapunov sense. 

Step3: Designing the switching function usw. 

The switching function has a great influence on the degree 

of chattering for system. In order to eliminate chattering, the 

sign function is first replaced by the hyperbolic tangent 

function, which is continuous. And then add a trigonometric 

function term into the usw. The former embodies the dynamic 

quality when the system is close to the switching surface; the 

latter term reflects the dynamic quality when moving away 

from the switching surface. The combination of the two parts 

allows the system to smoothly reach the sliding surface from 

any state. Finally, the improved switch function can be 

described as follows.  

 
1 2

1
( * tanh( )) *cos

( )
sw

s
u

g x
  


   (26) 

Where η1, η2 denote the convergence speed of HTRS system 

approaching to the sliding mode surface, ξ denotes the width 

of the boundary layer. And the value of these two parameters 

should be moderate, a higher value of η1 and η2 is likely to 
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generate chattering and a low value is likely to far away from 

the stable region. And the value of β is 3 in the literatures. 

IV. ARTIFICIAL BEE COLONY ALGORITHM  

In this paper, we proposed an improved artificial bee 

colony algorithm (IFABC) that combines the fuzzy control 

idea and the global optimal idea of PSO algorithm on the basis 

of ABC algorithm. 

A. Standard Artificial Bee Colony Algorithm 

In the nature, the behavior of bee colony searching for 

nectar source has been researched by more and more scholars. 

Specially, the artificial bee colony algorithm (ABC) is 

presented by Karaboga in 2005 [26]. In the process of 

foraging, different bees need to search for nectar source 

according to different division of labor and share search 

information to find a better nectar source, namely the optimal 

solution of the problem to be optimized. For the standard 

ABC algorithm, there are three stages and two kinds of 

behavior should be mentioned. These three stages include that 

employed bee phase, onlooker bee phase and scout bee phase, 

respectively. And two kinds of behavior include finding the 

new nectar sources and giving up the old nectar sources.  

In a word, ABC algorithm is a commonly used intelligent 

optimization algorithm, which can be depicted as following 

three phases. 

Step 1: Initial phase 

Initialize the location of the nectar source. In this paper, the 

positional component of the nectar source includes: ξ, η1, η2. 

The initial solution xi（i=1,2,…,SN）is randomly generated at 

the beginning of the search. Therefore, the initial value of the 

j-th position component for the i-th nectar source in the 

neighborhood search range can be described as follows. 

   min max min

, , , ,0,1i j i j i j i jx x rand x x    (27) 

Where i=1,2,…,SN, and SN is the number of nectar source; 

j=1,2,…,D, D denotes the number of decision control 

variables. xi,j
max and xi,j

min are the upper and lower limits of the 

j-th position component, respectively. 

Step 2: Employed bee phase. 

After starting the search, the employed bee searches for the 

nectar source that associated with it, and shares the 

corresponding nectar source information to the onlooker bee 

in the dance area through the swing dance. The new nectar 

source is searched by following equation. 

  , , , , ,i j i j i j i j k jv x x x    (28) 

Where i, k∈{1,2,…,SN} , j∈{1,2,…,D}, φij∈[-1,1]. And k, 

j and φij are generated randomly. 

Step 3: Onlooker bee phase 

According to the information shared by employed bees, the 

onlooker bee selects the nectar source with higher fitness 

value as the new nectar source, which through the roulette 

mechanism. Moreover, the onlooker bee selects the nectar 

source would depend on the probability Pi, which can be 

calculated using the following equation. 

 

1

i

i SN

j

j

Fit
P

Fit





 (29) 

Where Pi denotes the probability of the nectar source, Fiti is 

the fitness value of the nectar source, which can be described 

as follows. 

  
 

   

1
0

1

1 0

i

ii

i i

if fit x
fit xFit

fit x if fit x


  

  

 (30) 

Where fit(xi) represents the objective function of the nectar 

source. What’s more, the larger of the value of Fiti, the greater 

probability that selecting the nectar source.  

And the integral of time multiplied absolute error (ITAE) is 

first adopted as the objective function. Furthermore, in order 

to reduce the chattering and obtain better dynamic 

performance, the absolute error of the overshoot δ is added to 

the ITAE, which can be described as following equation. 

       1 2
0

iT

ifit x w t e t w t t dt    (31) 

Where w1, w2 represent the weight coefficient, Ti represents 

the integration time, e(t) represents the error of the system, δ(t) 

represents the error of the overshoot. 

It is worth mentioning that the greedy selection mechanism 

is used in the onlooker bee phase. Namely, if a nectar source 

with a higher fitness value is searched, the onlooker bee will 

convert into the employed bee for a new round of nectar 

collecting and information transfer.  

Step 4: Scout bee phase 

If an employed bee is not found the higher fitness value 

until the Limit is reached, we will give up the nectar source. At 

the same time, the employed bee that associated with the 

nectar source is turned into a scout bee. The search equation 

can be described as follows.  

   min max min

, , , ,0,1i j i j i j i jx x rand x x    (32) 

B. Improved Fuzzy Artificial Bee Colony Algorithm 

There may be some shortcomings such as slow 

convergence speed and poor convergence precision from the 

ABC algorithm. Therefore, we proposed an improved ABC 

algorithm to optimize the parameters of controllers. 

Improvement 1: Global optimization search strategy. 

In order to ensure better development and utilization of 

nectar source, the global-best (g-best) idea that came from 

particle swarm optimization (PSO) is added into the standard 

ABC algorithm in the phase of employed and onlooker bees. 

The new search equation is as follows. 

    , , , , , , ,i j i j i j i j k j i j g best i jv x x x r x x       (33) 

Where xgbest denotes the global optimal value of the current 

j-th element; ri,j is a random number between 0 and 1.5 [27]. 

The update section g-best could drive the pending 

optimization solution to be globally optimal, and avoid the 

algorithm falling into local optimum and premature 

convergence. 

Improvement 2: Scout bee adaptive search strategy. 

In the stage of scout bees, the new position of the scout bees 

is randomly generated, namely the position is uncertain. 

Therefore, the process can be treated as a fuzzy process. The 

adjustment of scout bees´ position p is introduced in the 

process [28], and the equation of p can be depicted as follows. 

  max max min

Iteration

MaxCycle
p p p p    (34) 

Where MaxCycle denotes the maximum number of iterations, 

pmax and pmin denotes the maximum and minimum of position 

adjustment percentage p. 

It can be obtained from the literature [28] that the values of 

pmax and pmin are 1 and 0.2, respectively, indicating that the 
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adjustment position adjustment percentage based on the 

current position of the scout be reduced linearly from 100% to 

20% in each round of experiments. However, the linearly 

reduced position adjustment percentage has some defects, 

such as the search range is small at the later stage of the search 

and the scout bee has converged to the vicinity of the optimal 

value. What’s more, the smaller the search range, the more 

easily the scout bee falls into the local optimum. Therefore, 

the position adjustment percentage that is nonlinear and 

dynamic as shown in Eq. (34) is adopted. 

At the same time, in order to solve the problem of the value 

of the p in different iteration periods, the fuzzy control idea is 

introduced to further improve the ABC algorithm. Among 

them, the position adjustment percentage correction value pc 

is affected by two factors: the current position adjustment 

percentage p and the current bee population optimal nectar 

source quality NCValue, which is defined as follows. 

 min

max min

Value Value
NCValue

Value Value





 (35) 

Where Valuemax denotes the maximum nectar source quality 

of the initial bee colony, namely the maximum fitness value; 

Valuemin and Value denote the final and optimal nectar source 

quality of the current bee colony, respectively. 

In the fuzzy control, NCValue and p are taken as the fuzzy 

control input, and the output of the fuzzy control is the 

position adjustment percentage correction value pc, and the 

design of the fuzzy rule should satisfy the following 

conditions. 

1) At the beginning of the iteration, p is larger. If NCValue 

is large, it means that the scout bee is far from the 

optimal value, thus it is necessary to expand the search 

range so that the scout bee can fully explore in global 

scope. If NCValue is at a medium or small value, it 

means that the scout bee is closer to the optimal value, 

and the search range needs to be narrowed appropriately, 

thus the pc should take a medium or small value. 

2) In the middle of the iteration, p is moderate. If NCValue 

is large or medium, pc should take a medium value. If 

NCValue is small, namely the scout bee is extremely 

close to the optimal value, in order to drive the scout bee 

performs a fine search near the optimal value, pc should 

take a smaller value. 
 

Initial populationInitial population

Calculate the fitness value of 

the initial solution

Calculate the fitness value of 

the initial solution

If cycle≤MCNIf cycle≤MCN

Employed bees stageEmployed bees stage

If Rand<NormFitIf Rand<NormFit

Onlooker bees stageOnlooker bees stage

Exist the abandoned solution?Exist the abandoned solution?

Scout bees stageScout bees stage
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endend

Record the best solution so farRecord the best solution so far

Exporting the optimal 
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Exporting the optimal 

solution 

startstart

Employed Bees search for neighbor positionEmployed Bees search for neighbor position

Calculate the fitness value of the solutionCalculate the fitness value of the solution

Adopt the greedy selection mechanismAdopt the greedy selection mechanism

Calculate the probability of the solutionCalculate the probability of the solution

endend

startstart

Calculate the probability based on the nectar 

source information shared by the employed 

bees and choose to follow the roulette

Calculate the probability based on the nectar 

source information shared by the employed 

bees and choose to follow the roulette

Calculate the fitness value of the solutionCalculate the fitness value of the solution

Adopt the greedy selection mechanismAdopt the greedy selection mechanism

Calculate the probability of the solutionCalculate the probability of the solution

endend

startstart

Onlooker bees turned into scout bees, and 

randomly search for new nectar sources in 

the solution space by Eq. (36)

Onlooker bees turned into scout bees, and 

randomly search for new nectar sources in 

the solution space by Eq. (36)

Calculate the fitness value of the solutionCalculate the fitness value of the solution
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endend

Yes

No

Yes
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Fig. 3.The flow chart of improved fuzzy artificial bee colony algorithm (IFABC) 
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3) At the end of the iteration, p is small. If NCValue is large 

or medium, in order to expand the search range for the 

scout bee, pc should be taken large. 

In a word, the fuzzy rule of pc is shown in TABLE I. The 

input and output adopt small (S), medium (M) and large (L) as 

the fuzzy sets. 

 
TABLE I 

THE FUZZY CONTROL RULES TABLE 

         pc                   p  

NCValue 

 
S M B 

S  M S S 

M  B M M 

B  B M B 

 

The improved search equation for the scout bee can be 

described as follows. 

  , , ,0,1i j i j c i jv x rand p x   (36) 

In the Eq. (36), the search space of the scout bee changes 

nonlinearly with the number of iterations. 

In summary, the flow chart of the IFABC algorithm is 

shown in Fig. 3. The pseudo-code of IFABC algorithm is 

given in TABLE II below. 

V. PARAMETERS OPTIMIZATION OF IPID-SMC 

CONTROLLER BASED ON IFABC ALGORITHM 

For the improved PID-SMC controller, this paper 

completes the design by optimizing following parameters. 

The expression of s is defined as Eq. (23). It can be seen the 

values of Kp´, Ki´, Kd´ have a great influence on the sliding 

mode approach law, thus the PSO algorithm is adopted to 

optimize the parameters of PID control. The factors η1, η2, ξ 

are to be optimized by IFABC algorithm. In addition, η1 andη2 

will affect degree of chattering of the IPID-SMC controller, 

and the smallest ξ may cause the great approximation in the 

control process. 

Based on the above discussion, the parameters of the 

IPID-SMC to be optimized by the PSO and IFABC algorithm 

can be depicted as θ1=[Kp ´ , Ki ´ , Kd ´ ], θ2=[η1, η2, ξ], 

respectively. The structure scheme of the IPID-SMC 

controller optimized by proposed IFABC algorithm is shown 

in Fig. 4. 

VI. NUMERICAL SIMULATIONS AND DISCUSSIONS 

In this section, a series of simulations are executed for 

HTRS system. The mathematical simulation model of HTRS 

system is carried out when it is under unload and load 

conditions. The step signal is taken as the tracking signal, and 

the dynamic characteristics of the HTRS system are judged by 
 

TABLE II 

PSEUDO CODE OF IFABC ALGORITHM 

1:  Input: objective function: f(x),x=[x1,x2,…,xSN]T 

2:  Begin 

3:  Set the control variable dimension D, the population size SN, the number 

of maximum cycles MCN and the control parameter Limit 

4:  Calculate the fitness value of the initial solution f(xi) 

5:  Set trial(i) = 0 and cycle = 1, where i = 1,2,…,SN 

     //trial(i) denotes the unimproved number of the solution xi 

     //cycle denotes the iteration of algorithm 

6:  if cycle ≤ MCN then 

7:  //The employed bees phase   

8:    for i=1 to SN do    

9:      Produce a new candidate nectar source vi for the employed bee 

corresponding to food source xi using Eq.(33). Where the global best 

(g-best) idea is added into the Eq.(28) 

10:   //Select the better one between vi and xi 

11:      if f(vi)<f(xi) then 

12:      Replace solution xi with candidate solution vi and named as xbest 

13:      Set trial(i) = 0 

14:    else 

15:      Set trial(i) = trial(i) + 1 

16:    end for 

17:      Calculate the fitness values of nectar sources and probability pi by 

using Eq.(29) 

18:    //The onlooker bees phase 

19:      Set t = 0, i = 1 

20:      while t < SN do 

21:        if rand < pi then 

             Set t = t + 1 

             Repeat the operation of employed bees phase 

22:        end if 

23:        Set i = i+ 1 and if i > SN then i = 1 

24:      end while 

25:    // The scout bees phase 

26:      for i = 1 to SN do 

27:        if trial(i) ≥ Limit then 

28:          Introduce variable Pc and search for it according to Eq.(36) 

 

29:        end if 

30:      end for 

31:      Set cycle = cycle + 1 

32:    end if 

33:  End 

34:  output: xbest and f(xbest) 

 Sliding 

mainfold s

Sliding 

mainfold s
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Fig. 4.The structure scheme of the IPID-SMC controller optimized by IFABC algorithm 
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observing the state of the step output response of HTRS 

system. The simulation time is set as 30s and the simple time 

is set as 0.01s. And some parameters of HTRS system are set 

as TABLE III. 

 
TABLE III 

THE PARAMETER SETTINGS OF HTRS SYSTEM 

Parameters Values Parameters Values 

W0 314.0 Vs 1.000 

Tab 8.000 eqh 0.500 

D 0.500 ey 1.000 

E’q 1.350 em 0.700 

xd’∑ 

xq’∑ 

Ty 

1.150 

1.474 

0.100 

Tr 

hw 

1.000 

2.000 

A. Comparison of Controllers 

In order to verify the superiority of the designed IPID-SMC 

controller, the PID controller, standard SMC controller and 

IPID-SMC controller are adopted in the HTRS system, 

respectively. The parameters of the three controllers are 

optimized by the IFABC algorithm, and the parameter 

settings of the IFABC algorithm are shown in TABLE IV. It is 

worth mentioning that the parameter determination of 

IPID-SMC controller is set as: θIPID-SMC = [η1, η2, ξ], and the 

parameters of IPID-SMC controller that include Kp´, Ki´and 

Kd´will get through the PSO algorithm, namely Kp´= 3.2597, 

Ki´= 0.2941, Kd´=2.5815 (Kp´ , Ki´and Kd´denote the 

proportional, integral and differential coefficients of 

IPID-SMC controller, respectively). 

On the problem of designing the controller for HTRS 

system, the proposed IPID-SMC controller performed well 

compared to other controllers. As shown in Fig. 5, it can be 

seen from the step response of HTRS system between PID 

controller, SMC controller and IPID-SMC controller. From 

the TABLE V, we can know the IPID-SMC controller 

achieves the shorter rise time, shorter settling time and 

smaller overshoot compared to PID controller, and the rise 

time, settling time and overshoot are reduced by 52.80%, 

32.77% and 62.22%, respectively. And compared with SMC 

controller, IPID-SMC controller has the longer settling time, 

but achieves the shorter rise time and smaller overshoot than 

SMC controller, the rise time and overshoot of IPID-SMC 

controller is reduced by 39.02% and 55.93% compared with 

SMC controller, respectively. 
 

TABLE IV 

PARAMETERS SETTING FOR IFABC ALGORITHM 

Parameters Values Parameters Values 

Population 30 pmin 0.2 

MaxCycle 100 w1 1 

Limit 100 w2 100 

Valuemax 20 ωmax 0.9 

Valuemin 

CBPEmax 

CBPEmin 

pmax 

10 

30 

10 

1 

ωmin 

xmax 

xmin 

0.02 

30 

0 

 

Similarly, the step response of HTRS system between three 

controllers is shown in Fig. 6 when it is under the load 

condition. As TABLE VI shows, compared with the PID 

controller, the IPID-SMC controller achieves the shorter rise 

time, shorter settling time and smaller overshoot that are 

reduced by 28.57%, 68.40% and 96.56%, respectively. 

Compared with the standard SMC controller when it is under 

 
Fig. 5.The step response of HTRS system under unload condition 

 

 
Fig. 6.The step response of HTRS system under load condition 

 
TABLE V 

THE COMPARISON OF DYNAMIC PERFORMANCE FOR DIFFERENT 

CONTROLLERS (Mg=0) 

Controllers PID controller SMC controller 
IPID-SMC 

controller 

Rise time (tr) 4.47 3.46 2.11 

Settling time (ts) 4.15 2.08 2.79 

Overshoot 0.011579 0.009924 0.004374 

 
TABLE VI 

THE COMPARISON OF DYNAMIC PERFORMANCE FOR DIFFERENT 

CONTROLLERS (Mg=0.001rand(t)) 

Controllers PID controller SMC controller 
IPID-SMC 

controller 

Rise time (tr) 3.92 1.40 2.80 

Settling time (ts) 6.17 1.48 1.95 

Overshoot 0.023237 0.005034 0.000800 

 

the load condition, the IPID-SMC controller possesses longer 

rise time and settling time, but the overshoot is reduced by 

84.11%. 

In a word, compared with the others, the IPID-SMC 

controller that proposed in this paper gets the better dynamic 

performance for HTRS system. 

B. Comparison of Optimization Algorithm 

According to the comparison of several controllers in the 

above sections, the effect of tracking step response and 

dynamic performance of the IPID-SMC controller proposed 
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in this paper are better than those of the PID controller and 

standard SMC controller. Therefore, different optimization 

algorithms that including DE algorithm, PSO algorithm, ABC 

algorithm and IFABC algorithm will be used to optimize the 

parameters of the IPID-SMC controller. What’s more, the 

parameters setting for IFABC algorithm are shown in the 

TABLE IV. 

In order to verify the superiority of IFABC algorithm that 

optimizing the parameters of IPID-SMC controller and the 

dynamic performance of HTRS system, the simulation 

experiment of HTRS system that under unload and load 

conditions were carried out. When it is under the unload 

condition, the convergence curve of the fitness function are 

shown in Fig. 7. And the process of tracking the step response 

is also shown in Fig. 8. The comparison of experimental 

results between the DE algorithm, PSO algorithm, ABC 

algorithm and the proposed IFABC algorithm are shown in 

TABLE VII.   

On the problem of parameter optimization of IPID-SMC 

controller for the HTRS system, the proposed IFABC  

 

 
Fig. 7.The average curve of fitness function (Mg=0) 

 

 
Fig. 8.The step response of HTRS system (Mg=0) 

 
TABLE VII 

SIMULATION RESULTS COMPARISON OF DIFFERENT ALGORITHM FOR HTRS 

SYSTEM (Mg=0) 

Algorithms DE PSO ABC IFABC 

BestJ 144.7939 105.96337 111.6881 105.5778 

Overshoot 0.009137 — 0.010353 0.004374 

ts(s) 2.570000 >30.00000 2.230000 2.080000 

η1 7.649211 15.96337 20.99314 30.00000 

η2 -0.66234 0.047398 -0.52896 0.017976 

ξ 0.283131 1.104583 1.192439 2.060124 

algorithm performed well in convergence speed and 

convergence accuracy when it is compared to all other 

algorithms, which include DE algorithm, PSO algorithm and 

ABC algorithm in this paper. 

As shown in Fig. 7 and Fig. 9, it can be seen from the 

distribution of the average optimal value that compared with 

DE algorithm, PSO algorithm and ABC algorithm, we can see 

IFABC algorithm achieves better convergence speed and 

convergence precision whether in the unload(Mg=0) and 

load(Mg=0.001rand(t)) conditions. For example, IFABC 

algorithm has smaller overshoot and shorter settling time than 

other four algorithms when it is under the unload(Mg=0) 

condition. Analyzing in more detail, the settling time of 

IFABC algorithm is reduced by 19.07% and 6.73% compared 

with DE algorithm and ABC algorithm, respectively. 

Similarly, we can find that IFABC algorithm could find the 

smallest BestJ (the best solution), the value of BestJ is 

reduced by 27.08%, 0.36% and 5.47% when it is compared 

with DE algorithm, PSO algorithm and ABC algorithm, 

respectively. 

 

 
Fig. 9.Average curve of fitness function (Mg=0.001rand(t)) 

 

 
Fig. 10.Step response of HTRS (Mg=0.001rand(t)) 

 
TABLE VIII 

SIMULATION RESULTS COMPARISON OF DIFFERENT ALGORITHM FOR HTRS 

SYSTEM (Mg=0.001rand(t)) 

Algorithms DE PSO ABC IFABC 

BestJ 75.08365 70.94592 77.01785 68.17113 

Overshoot 0.026161 — 0.003712 0.001841 

ts(s) 13.13000 >30.00000 1.910000 1.590000 

η1 10.61311 13.41933 30.00000 27.57661 

η2 -1.31742 0.61367 0.553908 1.211420 

ξ 0.479163 1.167796 2.472420 3.931905 
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Fig. 11.The boxplot of four algorithms for PID 

controller 

 

 
Fig. 12.The boxplot of four algorithms for SMC 

controller 

 

 
Fig. 13.The boxplot of four algorithms for 

IPID-SMC controller 

 
TABLE IX 

THE MEAN AND STANDARD DEVIATION OF FOUR ALGORITHMS FOR THREE CONTROLLERS 

Function Controller 
 DE  PSO  ABC  IFABC 

 Mean Std  Mean Std  Mean Std  Mean Std 

fit(xi) 

PID  97.2567 4.867028  99.75927 3.594655  109.2909 4.517297  98.03619 2.433604 

SMC  98.77722 3.630220  98.01765 1.672516  101.4619 5.529848  96.79157 0.406455 

PID-SMC  77.19470 2.07406  72.76965 4.718282  83.27882 5.687904  70.84851 2.265957 

Similarly, Fig. 9 and Fig. 10 shown the average curve and 

the step response of HTRS system when it is under the load 

condition.  

As TABLE VIII shows, IFABC algorithm has smaller 

overshoot and shorter settling time than other four algorithms 

when it is under the load condition, the settling time of IFABC 

algorithm is reduced by 88.78% and 16.75% compared with 

DE algorithm and ABC algorithm, respectively. At the same 

time, we can find that IFABC algorithm could obtain the 

smallest BestJ (the best solution), the value of BestJ is 

reduced by 47.55%, 11.00% and 12.16% when it is compared 

with DE algorithm, PSO algorithm and ABC algorithm, 

respectively. 

C. Algorithm Comparison of Different Controllers 

In this paper, we have performed 30 independent 

operations for these four algorithms. The contents of the 

above analysis are only the best simulation results for the 30 

operations of these four algorithms. Therefore, this section 

will calculate the results of 30 operations of these four 

algorithms and illustrate with boxplots, which illustrate the 

statistical data of the minimum objective value (BestJ), 

reflecting the distribution of the indicator data of the four 

algorithms and the comparison of the distribution 

characteristics. As for the PID controller, SMC controller and 

IPID-SMC controller, the boxplots for BestJ of them about 

four algorithms are shown in Fig. 11, Fig. 12 and Fig. 13, 

respectively.  

As Fig. 11 shows, the IFABC algorithm that applied in the 

PID controller has the lowest BestJ value, the best overall 

level, and a more uniform distribution when it is compared 

with other algorithms, which include DE algorithm, PSO 

algorithm, and ABC algorithm. 

Similarly, the proposed IFABC algorithm also possesses 

the smaller BestJ value, more even distribution and better 

overall level for SMC controller and the proposed IPID-SMC 

controller. At the same time, as can be seen from the 

comparison of the three figures, the IPID-SMC controller also 

has the smallest BestJ. 

In order to further observe the performance of the above 

indicators, TABLE IX shows the mean and standard deviation 

values of the objective function. As seen in the TABLE IX, 

from the perspective of the algorithm, the mean value and 

standard deviation values of the IFABC algorithm are better 

than those other four algorithms. It is also indicates that 

IFABC algorithm has certain competitive advantages and can 

obtain solutions with better diversity. From the perspective of 

the controller, it also can be seen from the TABLE IX that the 

IPID-SMC controller has the better performance than other 

controllers. 

According to above discussion and analysis, it is can be 

seen that the IFABC-based IPID-SMC controller could get 

the best transient process and dynamic performance whether 

the HTRS system under unload and load conditions. 

VII. CONCLUSIONS 

In this paper, a novel controller has been proposed for the 

nonlinear HTRS system by combining the sliding mode 

control and PID control strategy. The simulation results 

indicate that the proposed IPID-SMC controller outperforms 

than PID controller and traditional SMC controller in tracking 

step effects and reducing chattering. Furthermore, the 

challenge of parameter optimization of IPID-SMC controller 

is studied, namely an improved fuzzy artificial bee colony 

algorithm (IFABC) is proposed by combining the global 

optimal and fuzzy control thought based on the standard ABC 

algorithm. The simulation results indicate that the proposed 

IFABC algorithm outperforms DE algorithm, PSO algorithm 

and ABC algorithm in convergence speed and convergence 

accuracy whether under unload condition and uncertain load 

conditions. 

In summary, the proposed IPID-SMC controller that based 

on the improved fuzzy artificial bee colony algorithm has 

been applied to adjust the nonlinear HTRS system could get 

the fine hydraulic transient process and great dynamic 

performance. 
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