
 

 
Abstract—In the recent years, air pollution is a very serious 

problem in China and elsewhere, and it is a factor that 
significantly affects the quality of human health. Fine 
particulate matter (PM2.5) is considered to be the culprit of 
haze weather. Therefore, research affects the quality of human 
life on PM2.5 forecasting has received increasing attention. 
Knowing this information in advance is very important to 
protect humans from health problems. This paper proposes a 
new prediction method, using the predicted value of the 
Weather Research and Forecasting (WRF) model as input data, 
increasing the atmospheric inversion factor as an additional 
input factor and constructing a municipal atmospheric pollutant 
response model through a random forest algorithm. we use 
3-fold cross-validation (CV) to evaluate model performance. The 
result of the experiment shows, compared with the traditional 
atmospheric simulation method, this method has practical 
application significance. The simulation results have improved 
timeliness and accuracy. It provides a simple and effective 
method for PM2.5 prediction. 

 
Index Terms—air pollution prediction (forecasting), PM2.5, 

random forest, weather research and forecasting (WRF) model,  

I. INTRODUCTION 

 
ith the rapid industrialization and economic 
development, the environmental problems of cities 

(especially big cities) are highly valued [1, 2]. Air pollution, 
as a major problem of environmental pollution [3], has a very 
negative impact on human health and social development [5]. 
Exposure to fine particulate matter (PM2.5) [8, 9] remains a 
worldwide public health issue [6]. 

We can ensure good air quality in cities in a number of 
ways [7]: continuously monitor air quality by using smart 
sensors and developing systems that predict air quality. 
Affected by many factors, the content of air pollutants often 
changes dramatically [8], sometimes it can be normal, and at 
another time it can get worse. Therefore, it is very important 
to provide an accurate method to predict the air quality in the 
future [9]. Most air pollution simulation methods rely on 
mathematical simulations [10]. These methods depend on 
atmospheric dynamics captured by various generation models, 
simulating the physical and chemical diffusion process of 
atmospheric pollutants in the air, and the dynamic changes of  
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pollutants are calculated by computer [11, 12]. 

A. Challenges 

Although the atmospheric transport model prediction 
method has achieved long-term development in recent 
decades, it still lacks performance in some aspects [14]: 

Firstly, numerical prediction methods are often applied to 
large-area air quality transmission simulations. For 
urban-scale air quality predictions, the prediction results are 
often unsatisfactory due to complex surface conditions. 

Secondly, the numerical forecasting model requires 
detailed pollution source data and meteorological data like the 
air pollutant emission inventory. In practical applications, 
many cities do not have complete data. These data are often 
difficult to collect and the accuracy of prediction is easily 
affect. 

Thirdly, the numerical forecasting model has a high 
computational complexity, a large computational power 
requirement, and a long calculation time. 

At present, with the rise of artificial intelligence [16,17,18], 
statistical prediction methods based on machine learning 
models have become one of the effective tools for studying air 
pollution. Compared with the traditional method (mechanical 
prediction method of atmospheric transmission model), the 
deep learning model is simple and fast. In the case of detailed 
statistics, it is easier to excavate the response relationship 
between the factors affecting the concentration of pollutants 
[19]. However, as a statistical simulation method, the defects 
are also obvious [29], that is, the statistical forecasting mostly 
uses single-site method, and cannot reflect the mutual 
influence characteristics between the stations. Moreover, 
when the pollution source changes greatly, the statistical 
model is difficult to reflect the actual pollution situation [20]. 

At this stage, the two methods are relatively independent. 
In view of the advantages and disadvantages of the above two 
methods [21], it is hoped to provide a more feasible and 
effective choice for air pollution forecasting in small and 
medium-sized cities in China.  

B. Contributions 

This paper proposes a random forest prediction method 
based on WRF model. The model uses the stereo weather 
forecast data obtained by WRF model as an input factor to 
establish a random forest algorithm to complete the prediction. 
Aiming at the imperfect characteristics of many air quality 
forecasting theories and methods in small and medium-sized 
cities, the forecasting system does not need to carry out 
complex numerical calculations, and has lower computational 
power requirements, and its timeliness is also significantly 
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better than numerical forecasting. 

C. Organization 

The remainder of the paper is organized as follows. Section 
II gives a brief review to the related work. Section III 
introduces the data sources and research process. In Section 
IV, we introduce the WRF model and random forest. 
Experimental results and comparisons are presented in 
Section V. Finally, we conclude our work and future direction 
in Section VI.  

II. RELATED WORK 

In the past few years, a large number of studies have been 
proposed for air quality prediction worldwide. Pablo [13] 
presents a WRF-Chem model to predict high pollution events. 
The forecasting system is based on accurately simulating 
carbon monoxide (CO) as a PM10/PM2.5 surrogate. Since 
during episodes and within the city there is a high correlation 
(over 0.95) among these pollutants. Therefore, the simulation 
of the system does not involve the aerosol chemical model 
[39]. Zhang [36] developed a source-oriented version of the 
weather research and forecasting model with chemistry 
(SOWC, hereinafter). SOWC separately tracks primary 
particles with different hygroscopic properties rather than 
instantaneously combining them into an internal mixture. The 
systems more realistically predict radiative feedbacks from 
anthropogenic aerosols compared to models that make 
internal mixing or other artificial mixing assumptions [37]. 
Yahya [41] has constructed an online-coupled weather 
research and forecasting model which with chemistry with the 
model of aerosol dynamics, Reaction, Ionization and 
dissolution (WRF/Chem-MADRID). The model performs 
well for O3 and satisfactorily for PM2.5 in terms of both 
discrete and categorical evaluations. Several authors have 
used neural networks for predicting PM2.5. Wang [38] put 
forward an urban air quality forecasting system which based 
on the new generation of weather research forecast and 
chemistry model WRF-Chem and a regional haze weather 
forecasting system based on regional atmospheric 
environment modeling system (RegAEMS). The results of 
WRF-Chem performed well in urban air quality forecast on 
surface concentrations of air pollutants such as SO2, NO2 and 
PM10. RegAEMS presents relatively good ability in forecast 
on regional haze weather. Zang [42] develops and 
demonstrates a multi-scale, three-dimensional variational 
data assimilation (MS-3DVAR) system for WRF/Chem 
aerosol simulation. They have implemented MS-3DVAR in 
WRF/Chem for regional particulate matter (PM) air quality 
modeling. The results have shown that MS-3DVAR not only 
significantly improve the prediction of PM2.5 concentration, 
but also concentrations of individual species. In [24], An 
empirical study of PM2.5 forecasting using neural network 
have been proposed to forecast PM2.5 value hourly. 
Kowalski presented and compared some linear procedures for 
PM10 and PM2.5 forecasting. Another work [22] uses a deep 
hybrid model for weather forecasting. It doesn’t forecast 
PM2.5 but predicts other variables like wind and temperature. 
In [6], an enhanced PM2.5 air quality forecast model based on 
nonlinear regression (NLR) and back-trajectory 
concentrations has been developed for use in the Louisville, 

Kentucky metropolitan area. Wang [25] proposed a 
statistically reliable and interpretable national modeling 
framework based on Bayesian downscaling methods with the 
application to the calibration of the daily ground PM2.5 
concentrations across the Continental U.S. using 
satellite-retrieved aerosol optical depth (AOD) and other 
ancillary predictors in 2011. In [28], authors have proposed a 
hidden Markov model to predict 24-hour-average PM2.5 
concentrations. SHEN [23] establish the relationship between 
PM2.5, satellite TOA reflectance, observation angles, and 
meteorological factors in a deep learning architecture 
(denoted as Ref-PM modeling). Taking the Wuhan Urban 
Agglomeration (WUA) as a case study, the results 
demonstrate that compared with the AOD-PM modeling, the 
Ref-PM modeling obtains a competitive performance. In [26], 
This article proposes a space-time LUR model at a regional 
scale by incorporating aerosol optical depth (AOD) data from 
the Moderate Resolution Imaging Spectroradiometer 
(MODIS) [27]. Although machine learning is widely used in 
many tasks, there is no widely exploited when it comes to 
PM2.5 predict for small intervals of time. In this article, we 
attempt to use machine learning algorithm for hourly 
prediction. 

III. DATASET 

Qingdao is located in the southeastern part of the Shandong 
Peninsula. It is a coastal hilly city with two sides facing the 
Yellow Sea in the southeast. The terrain is east to the west, 
and the north and south sides are raised and the middle is flat. 
The total area is 11282 square kilometers, and the total 
resident population in 2017 is 9.2905 million. Due to the 
direct regulation of the marine environment and the influence 
of the southeast monsoon, current and water mass from the 
ocean, the urban area has a significant marine climate. In 
spring, the temperature rises slowly, one month later than 
inland; in summer, it is humid, hot and rainy, but not hot and 
hot; in autumn, it is cool, with little precipitation and strong 
evaporation; in winter, the wind is warm and low, with a long 
duration. The annual average is 22 days. The annual average 
rainfall is 662.1mm, and the rainfall in spring, summer, 
autumn and winter accounts for 17%, 57%, 21% and 5% of 
the annual rainfall respectively. The annual precipitation is 
1272.7 mm (1911) at most, 308.2 mm (1981) at least. The 
annual variability of precipitation is 62%. The annual average 
snowfall days is only 10 days. The annual average pressure is 
1008.6 mbar. The annual average wind speed is 5.2m/s, with 
the south east wind as the dominant wind direction. The 
annual average relative humidity is 73%, the highest is 89% in 
July and the lowest is 68% in December. This paper chooses 
the single-site model as the experimental data to establish a 
forecasting model. The site is located in Fig. 1, and it shows 
the distribution of monitoring sites in the study area. 

The data used in this article includes the following three 
types of data： 

1. Historical meteorological data 
2. Historical air pollutant data 
3. Meteorological simulation data 
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The historical air pollutant data are the hourly average 
pollutant concentration data from 1/1/2019 to 2/1/2019, 
including the mean value of PM2.5, PM10, SO2, NO2, O3 
concentration. The historical meteorological data are the 
monitoring data of meteorological stations in the whole city, 
including hourly wind speed, air temperature, relative 
humidity and air pressure of each meteorological station. The 
weather simulation data is a grid calculated by processing the 
historical weather data through the WRF model. 

The hourly air pollutant data are matched with the grid 
point data of the nearest WRF model at the time node, and the 
meteorological data of the corresponding station are obtained. 
Model using 80% of the dataset as the training set and 20% as 
the test set. 

IV. FORECASTING METHOD 

The main objective of this paper is to obtain the regression 
relation between the concentration of PM2.5 and other factors 
by the random forest algorithm. This process can be 
summarized as the following steps: Obtain hourly 
atmospheric PM2.5 pollutant data and historical 
meteorological data from the site (temperature, wind speed, 
humidity, atmospheric thermal stability factor, etc.); 
Forecasting weather factor conditions by time through WRF 
model. Using the PM2.5 concentration as the model 
dependent variable, the influence factor of the PM2.5 
concentration in the region was taken as input; the regression 
relationship was generated by the random forest algorithm. 
Finally, we construct the model to predict PM2.5 and 
compare the errors of different factors on the verification set. 
The entire running flow is shown in Fig. 2. 

 Fig. 2.  Experimental process. 

A. Weather research and forecasting (WRF) model 

It is the latest regional atmospheric dynamic-chemical  
coupling model developed by the center for atmospheric 
research in the United States. This model can realize the 
complete coupling of chemical model and meteorological 

 
 

Fig. 1 Research area. 
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model in space-time resolution, that is, to realize the real 
on-line transport simulation of pollutants without 
interpolation [30]. WRF model not only has good prediction 
effect, but also has wide applicability and convenient 
expansibility [31]. 

In the field of air pollution prediction, WRF/chem and 
WRF-CMAQ based on WRF model are widely used. 

Based on the mesoscale meteorological model such as 
WRF and air quality model CAMX, the simulation area and 
grid are delimited with Qingdao as the center, and a model 
system suitable for Qingdao air quality simulation is built. 
The specific parameters are as follows:  

Simulation range: The simulation grid adopts four layers of 
grid nesting settings, the outermost area includes all the land 
areas of China, the grid resolution is 27km, the number of grid 
rows is 158, and the number of columns is 204; the second 
layer is 9km, the number of grid rows is 146, and the number 
of columns is 146, and the third layer is part of Qingdao and 
its surrounding cities, the grid resolution is 3km, and the grid 
rows are 204. The number is 74, the number of columns is 92, 
and the simulation range is shown in the figure below. 

 
Fig. 3.  Three layer nesting diagram of simulation scope. 

WRF model parameters: The mesoscale meteorological 
model WRF provides the meteorological field for the air 
quality model CAMX, and the WRF model and CAMX 
model use the same simulation period and spatial projection 
coordinate system. The simulation range of WRF is slightly 
larger than that of CAMX. There are 35 air pressure layers in 
the vertical direction, and the layer spacing increases 
gradually from bottom to top. The parameterization scheme 
of mesoscale meteorological model WRF is optimized 
through sensitivity experiment comparison. NCEP and FNL 
reanalysis data is used for large-scale background field and 
boundary condition, and ADP high altitude and ground 
observation data are used for objective analysis and 
optimization of the first guess field. The simulated wind speed, 
temperature, relative humidity and other data are compared 
with the observation data. The simulation data and 
observation data are highly correlated. The parameterization 
scheme is shown in the Table 1. 

CAMX model parameters: The CAMX model uses cb05 as 
the gas-phase chemical mechanism, CF as the aerosol 
chemical mechanism, ppm as the horizontal advection scheme, 
and Zhang03 as the dry deposition scheme. The default 
boundary field is used as the boundary field, and the default 
initial field is used as the initial field on the first day, and then 
the simulation results of the previous day are used as the 
initial field. 

Emission inventory: The list of air emission sources in 
Qingdao is based on the recommended methods and data of 
the technical guide for the preparation of the list of air 
pollutant emission sources issued by the Ministry of 
ecological environment, and is calculated by combining the 
data obtained through enterprise research, sampling analysis 
and other means, including the fixed combustion source, 
mobile source and process. Sources, solvent use sources, dust 
sources, storage and transportation sources, farming and 
animal husbandry sources, waste disposal sources, biomass 
combustion sources, other sources, etc. the list of 
anthropogenic emissions in areas outside Qingdao was 
processed by MEIC in 2016. The list of natural emissions in 
the whole simulation area was processed by Megan model, 
and the leaf area index data and vegetation type data retrieved 
by MODIS satellite were used. According to the weather 
conditions simulated by WRF, the spatial fusion of the 
emission data from man-made sources and natural sources is 
carried out to obtain the emission inventory with high 
spatial-temporal resolution under the benchmark scenario 
applicable to CAMX model. 

TABLE 1 
 WRF parameterization scheme 

Parameterization scheme Selected scheme name 

Microphysical process scheme Lin 
Long wave radiation scheme RRTM 
Short wave radiation scheme Dudhia 

Near formation plan 
Land surface process plan 

Boundary layer scheme 
Cumulus convection scheme 

MM5 Similarity 
5-layer thermal diffusion 

YSU 
Kain-Fritsch 

B. Random forest algorithm 

The random forest algorithm was proposed by Breiman and 
Cutler in 2001 as an integration of decision tree algorithms, 
improving model longitude by generating a large number of 
classification trees. Compared with traditional machine 
learning methods such as neural networks, random forest 
algorithms are fast and perform well when dealing with big 
data. In addition, random forests can well reflect the nonlinear 
effects between variables [32]. 

The random forest [33] regression algorithm is composed 
of decision trees related to random vector  ,The numerical 
variables of the model are taken as dependent variables, and it 
is assumed that the training set is extracted independently 
from the distribution of random vector Y  and X .The 
homogenization error of any numerical predicted value is 

  2

,X YE Y h X  .The mean value of the k  regression was 

used as the prediction result for the model. The main steps of 
the algorithm are as follows： 

(1) Record the original dataset as 

      1 1 2 2 3 3, , , , , ,T= x y x y x y  ,the generated random 
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vector sequence is recorded as  1,i i k    ,subsample set is 

randomly obtained from the original data T  by bootstrap 

sampling, which is recorded as  1,2, ;iT i k    

(2) Establish a regression model for each subsample set 
separately  ( , ), 1, , ,ih X i k    where matrix X  is the 

independent variable for modeling, assume that parameter set 

 k   is independently and identically distributed. 

(3) After the k -round training, the average of the k  -round 
results is used as the prediction result of the random forest 
model. The forecast result is： 

   
1

1 k

r i
i

f x h x
k 

                               (1) 

In the formula,  rf x  represents the result of RFR model, 

h is the result of a single regression tree model. The random 
sample set can be obtained by Bootstrap sampling, and the 
regression tree modeling is carried out, which increases the 
difference between the models and improves the extrapolation 
prediction ability of the model. 

The random forest algorithm can obtain better prediction 
results without complex parameter adjustment, can effectively 
process the non-linear process, and shows great advantages in 
preventing over-fitting. This paper chooses the random forest 
algorithm as the PM2.5 concentration prediction study. 

C. Forecast factor analysis 

The WRF model is used to simulate the meteorological 
situation of Qingdao. Figures B1-B6 in Appendix B are the 
forecast process form each algorithm. For air pollution, 
Surface meteorological factors (wind speed, temperature, 
relative humidity, air pressure) have great influence on the 
transfer, transmission and diffusion of PM2.5 in the region. 
Considering extracting the basic surface meteorological 
factors affecting PM2.5 concentration from the acquired 
experimental data. 

Table 2 lists the basic surface meteorological factors 
contained in the experimental data. Figures A1-A5 in 
Appendix A are   the variation range of each factor. Appendix 
C is the correlation between the factors. 

TABLE 2 
 Summary of basic weather forecast factors 

Factor Range Mean Value 

Wind speed /ms [0.111-11.68] 3.38 
temperature /℃ [-4.4-15.3] 3.49 

Relative humidity /(%) [7.75-79.71] 40.18 
Air pressure /hPa [1004.75,1023.38] 1013.57 

RAIN/mm [0, 0.000324] 0.000008 

The diffusion process of atmospheric pollutants is not only 
related to surface meteorological factors, but also the vertical 
pressure state affects its changes. Previous studies have 
shown that high air pressure instability will affect the flow of 
the atmosphere, making it difficult to spread pollutants on the 
surface. This paper uses A as a parameter to measure the state 
of pressure [34]. 

The atmospheric temperature of the monitoring point at 
500 hPa, 700 hPa, 850 hPa and 925 hPa is obtained by the 
WRF model as 925T , 850T  , 700T and 500T ,Its corresponding 

atmospheric dew point temperature is 925dT  , 850dT  , 700dT and 

500dT . 

 925 500 925 925 850 850 700 700= ( ) ( ) ( )d d dA T T T T T T T T            

(2) 
When A becomes larger, the atmospheric state becomes 

unstable, and the surface diffusion conditions become better. 
On the contrary, the atmospheric state is stable and the surface 
diffusion conditions are poor. 

D. Forecast accuracy evaluation index 

The K-fold cross-validation method is an effective data 
verification method. It cuts the data samples into smaller 
subsets, making the best use of the finite number of samples to 
reduce errors. And effectively avoid over-learning and 
under-learning. The method is as follows: The original data 
set is divided into K groups, one of which is used as a test set 
each time, and the remaining K-1 group is used as a training 
set to train the model, and a total of K models are obtained. 
Finally, the average of the classification rates of the K models 
is used as the true classification rate of the hypothesis function. 
This paper takes K=3 to construct and verify the model. The 
model error evaluation indicators used in this paper include 
root mean square error (RMSE), coefficient of determination 
(MAE) [35]. The calculation was made by using the following 
equations:  

2^

1

1
= ( )

m

i i
i

RMSE y y
m 

                     (3) 

^

1

1
=

m

i i
i

MAE y y
m 

                             (4) 

where iy  is the measured value of air quality, 
^

iy  is the 

predicted value of a certain time in model. 

V. EXPERIMENTS AND RESULTS ANALYSIS 

The PM2.5 concentration of the selected air quality 
monitoring station throughout the month is shown as figure 4. 
The average PM2.5 concentration per hour is 115 ug/m3, and 
the high PM concentration data makes the data fluctuate 
greatly. It can be seen from the figure that the proportion of 
heavy pollution weather is large. In a short time, the 
concentration of PM2.5 changes sharply, which may be 
caused by the interference of external measures. 

In this paper, the short-term prediction is carried out, The 
predicted value is the concentration of PM2.5 after 1 hour. In 
addition to the comparison between machine learning models, 
the experiment also added the SVM model to do the contrast 
experiment, and the prediction result is shown in the Table 3. 
The results show that random forest is better than SVM in 
PM2.5 prediction. Although we only need to use the existing 
meteorological data and do not need to calculate the 
meteorological simulation data by WRF model, it is clearly 
that good prediction results can be obtained in this time span. 

In order to test the prediction effect of the model in 
different time span, the data of the next 1-24 hours are 
selected to predict. Different from the PM2.5 concentration 
after the prediction of 1 h, the long-term prediction needs to 
simulate the future weather factor as an input factor through 
the WRF model. 
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Fig. 4.  PM2.5 concentration trend. 

TABLE 2 
 Summary of basic weather forecast factors 

Factor Range Mean Value 

Random Forest 17 12.07 
SVM 23 17 

 

 

Fig. 5.  Forecast result for 1 hour. 

We construct two different combinations of forecasting 
factors and calculate their error evaluation indicators   
respectively. 

The combination of two different predictors is as follows： 

1. General weather forecasting factor. 
2. General weather forecasting factor + atmospheric 

thermal stability state factor. 
Figure 6 and figure 7 show the RMSE and MAE changes in 

test set of the PM2.5 concentration real-time forecasting 
model for two different combinations of forecasting factors. 

Obviously, with the increase of time, the prediction error 
also increases. This is because each prediction result is 
affected by the previous prediction result, that is, error 
transmission. 

It can be seen that the combined accuracy of the 
atmospheric thermal stability factor of the basic prediction 
factor is obviously higher than that of the basic prediction 
factor. It is indicated that the atmospheric thermal stability 
state factor is one of the important factors affecting the 
diffusion of pollutants. Taking the atmospheric thermal 
stability state factor as an additional factor can effectively 
improve the accuracy of model prediction. 

 

Fig. 6.  RMSE trend. 

 

Fig. 7.  MSE trend. 

VI. CONCLUSION AND FUTURE WORK 

PM2.5 concentration forecast is an important aspect of 
current air pollution control. In this paper, we use the random 
forest method to fuse the WRF model, use the atmospheric 
pollutant concentration and basic meteorological factors 
training model, and add the atmospheric thermal stability 
factor as an additional factor to model and predict the 
municipal PM2.5 concentration. The experimental results 
show that the method has achieved certain results in the 
short-term and medium-term forecasting applications. 
However, under the prediction of long-term span, the 
prediction error increases with the influence of the law of 
error propagation. How to improve the long-term prediction 
accuracy will be the direction of the next study. Moreover, we 
plan to apply the proposed method to more time series 
structures in the future, such as long short-term memory 
(LSTM). 
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APPENDIX A 

     
Fig. A1.  The TEMP forecast result for 1 hour.                                           Fig. A2.  The TEMP forecast result for 1 hour. 

 
Fig. A3.  The TEMP forecast result for 1 hour.                                                Fig. A4.  The TEMP forecast result for 1 hour. 

 
Fig. A5.  The TEMP forecast result for 1 hour. 
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APPENDIX B 

 
Fig. B1.  The TEMP forecast result for 1 hour.          Fig. B2. The HUMI forecast result for 1 hour. 

   
Fig. B3. The RAIN forecast result for 1 hour.    Fig. B4 The WIND.forecast result for 1 hour      

 
Fig. B5 The WIND.forecast result for 1 hour. 
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APPENDIX C 

 
Fig. C1 Correlation analysis of various factors. 
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