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Abstract—Ontology mapping, based on similarity calculation,
aims to find the similar concepts among different ontologies. In
order to mathematically represent concepts, it is common to
represent all information of a concept in a fixed dimensional
vector. Therefore, the similarity calculation can be converted
into a distance calculation between vectors, and the smaller
the distance is, the larger the similarity will be. In this paper,
the low-rank matrix learning strategy is used to obtain the
corresponding ontology mapping strategy. The core idea of the
method is to control the upper bound of the distance of the
similar vertex pairs in the sample and the lower bound of the
distance of dissimilar vertex pairs. At the same time, the rank
of the matrix is integrated into the optimization conditions. The
effectiveness of the proposed ontology trick is illustrated by the
construction of ontology mapping on three ontology data.

Index Terms—ontology, similarity measure, distance comput-
ing, ontology mapping.

I. INTRODUCTION

THE term ontology derives from philosophy and is used
to describe the essential associations between things.

After being introduced into the computer field, as a data
structure representation model, ontology has been widely
used in various fields of computer science. The research
of ontology similarity calculation and ontology mapping
algorithm has become one of the core contents in the field of
knowledge representation. At the same time, as a conceptual
structure, the ontology has been widely used in many fields
such as biomedicine, geography, physics, and social sciences.
For ontology mapping, the essence is to calculate the simi-
larity between concepts from different ontology. Therefore,
the ontology similarity calculation algorithm can become an
ontology mapping algorithm by appropriate conversion.

In information retrieval, the ontology vertices represent
concepts, and the edges represent the interrelationships be-
tween concepts. By determining the parameter C by the
domain expert, the concept set corresponding to all the
vertices B satisfying Sim(A,B) > C is returned to the
user as a query extension of the concept corresponding
to the vertex A. For the ontology mapping, the graphs
G1, G2, · · · , Gm correspond to the bodies O1, O2, · · · , Om,
respectively. Each A ∈ V (Gi), where 1 ≤ i ≤ m, finds
all sets of corresponding concepts of vertex B satisfying
Sim(A,B) > C in G − Gi and returns to the user as a
query extension of the concept corresponding to vertex A.

The ontology is used as a tool in various field-
s. For example, in the biological field, “GO” Ontology
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(http://www.geneontology.org) contains information on cel-
lular components, molecular functions and biological pro-
cesses, and contains about 23,700 terms, and more than 16
million in about 20 biological databases. The gene is annotat-
ed. Analysis of the ontology can help biologists understand
the interrelated features of genes between different biological
databases.

In recent years, ontology has been applied to various
fields. Przydzial [1] applied the ontology to protein retrieval
in pharmaceuticals. Koehler et al. [2] applied ontology to
a database of characterization between molecules and dis-
eases. Ivanovic and Budimac [3] reviewed the application of
ontology in the medical field. Hristoskova [4] applied the
ontology to the creation of a personal care system. Kabir
et al. [5] used the ontology data structure to establish an
effective social information management platform. Ma et al.
[6] proposed an ontology model framework based on stable
semantic retrieval. Li et al. [7] obtained a new ontology data
representation model and applied it to the customer shopping
system. Santodomingo et al. [8] proposed a matching system
for expert knowledge in the ontology domain. Pizzuti et al.
[9] innovated the food ontology and gave several practical
applications of the ontology. Lasierra et al. [10] proposed
that the ontology can be applied to the design of buildings
and applied to the design and maintenance of the patient’s
home. Carlini and Makowski [11] applied the genetic GO
ontology to the study of preferred cryptographic words in
insect homology. Nicolai [12] elaborated on the theory of
deflation and its ontology representation. Correae et al. [13]
incorporated ontology methods into annotated scientific file
systems based on modular technology and applied them in
the field of drug and infectious disease control. Duran-Limon
et al. [14] proposed an ontology-based product architecture
derivation method. Chabot et al. [15] obtained a recon-
struction and analysis method for the timetable of digital
events based on ontology technology. Elbers and Taylor
[16] gave gene workflow algorithms based on ontology
technology and apply them to target region generation in
targeted enrichment experiments. Rani et al. [17] obtained
an ontology-based adaptive personalized learning system that
was simultaneously implemented by cloud storage technol-
ogy through software agents. Sangiacomo [18] studied the
role of ontology in behavioral decision systems and obtained
several results. Azevedo et al. [19] built a model for analyz-
ing the resources and capabilities of enterprise architecture
modeling under the ontology framework. Wimmer and Rada
[20] established an ontology-based analysis and evaluation
algorithm to determine the quality of information. Trokanas
and Cecelja [21] established an ontology evaluation system
in the field of chemical process systems engineering. Chhun
et al. [22] established QoS ontology for service selection
and reuse. The focus of this ontology is to evaluate the
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quality of the service. Costa et al. [23] constructed the
corresponding ontology algorithm for knowledge sharing
and reuse in the field of architecture. Panov et al. [24]
established the gene ontology OntoDT for the representation
of data type knowledge. Kutikov et al. [25] established
a urological label ontology study for the standardization
of social media communication. Grandi [26] studied the
multi-version ontology personalized dynamic class hierarchy
management technology and introduced a storage scheme,
which allows the representation and management of the
temporal relational database and the evolution hierarchy of
a multi-version ontology. Kontopoulos et al. [27] proposed
an ontology-based decision support tool and applied it to
the optimization of solar water heating systems. Hoyle and
Brass [28] presented the theory of statistical mechanics in the
process of annotating objects, the terminology of which is de-
rived from the ontology domain. Solano et al. [29] proposed
ontology technology for integrated processing and detection
processes, and the ontology used is focused on the evaluation
of resource capabilities. Aime and Charlet [30] applied social
psychology knowledge to ontology engineering.

However, most of the current ontology engineering ap-
plication algorithms are heuristics that design similarity
calculation formula by experience. The disadvantages of
these heuristic ontology similarity calculation model are: (1)
A large number of parameters require experienced domain
experts to decide in actual operation, and the quality of the
domain experts can directly determine the success or failure
of the algorithm. (2) It is not intuitive and requires a lot
of calculations. It requires detailed analysis of the ontology
structure and related features in advance, and requires intu-
itive experience to accurately reflect the key information of
the ontology.

In addition, the defects of various ontology learning al-
gorithms are obvious. For example, the ontology learning
algorithm based on the sorting method has its obvious advan-
tages, that is, it intuitively maps the entire ontology structure
to the real number axis, and each concept corresponds to
a real number on the axis. At the same time, because the
algorithm only focuses on the relative sizes of different
concepts under the ontology ranking function, it does not
depend on label data and is very suitable for unsupervised
learning.

II. ONTOLOGY SETTING

We assume that all information related to the ontology
concept is encapsulated in a d-dimensional vector, which
includes conceptual information and location information
of the corresponding ontology vertices and neighborhood
information in the ontology graph. For convenience of dis-
cussion, v is used to represent the ontology concept itself, the
corresponding vertices on the ontology graph, and the corre-
sponding d-dimensional vectors. In the following article, we
no longer specifically point out that v is a vector, and it also
represents a vertex in a particular statement. This slightly
confusing writing does not affect the correct understanding
of our article.

The ultimate goal of the ontology algorithm is to obtain
the similarity between the vertices. Therefore, it can be
understood that the goal of the ontology algorithm is to
obtain a similarity matrix whose i-th row and j-th column

elements correspond to the similarity between the vertex vi
and the vertex vj . When the information of the corresponding
vertices of the ontology concept is vectorized, their similar-
ities can be considered from the perspective of geometric
distance. That is, the smaller the geometric distance between
the two vertices is, the greater the similarity will be. In this
sense, the similarity matrix can be obtained by a distance
matrix (the distance between the vertex vi and the vertex vj
of the i-th row and the j-th column element of the matrix),
or the degree of similarity of each pair of vertices can be
directly measured by the distance matrix. The greater the
distance is, the smaller the similarity becomes.

One type of existing method is to obtain the distance
matrix by learning the Mahalanobis matrix, and thereby
determine the degree of similarity between the vertices. Let
M = PTP the distance matrix derived for the transformation
matrix P , and the distance between the vertices vi and vj in
the ontology and M is calculated as follows:

d2
M(vi, vj) = (vi − vj)TM(vi − vj),

where vi = (v1
i , · · · , vdi ) ∈ Rd, that is, the information cor-

responding to each vertex is represented by a d-dimensional
vector. The role of the Mahalanobis matrix is essentially the
extraction of data and the extraction of feature information.
An important research content is how to get M better, and
analyze the complexity, convergence order and statistical
error of the algorithm.

For the ontology distance matrix learning, what we have
to consider is how to get a good similarity matrix or distance
matrix. As a good distance matrix, we measure it from the
following two aspects: First, M should retain the structure
of the ontology graph. That is to say, the distance between
the similar vertices should be smaller than the distance of
dissimilar vertices; secondly, after the vector information of
the ontology is vectorized, the vector corresponding to each
ontology vertex contains a large amount of information such
as the name, instance, and neighborhood of the ontology
vertex, but what is really relevant to an application area is
some of its special components. Therefore, the good distance
matrix M should be able to effectively remove noise during
the dimensionality reduction process.

Recently, lager amount of learning tricks are applied in the
ontology similarity computing and ontology mapping, and
also several paper contribution in the theoretical analysis.
Gao and Farahani [31] studied the generalization bounds
and uniform bounds with convex ontology loss function in
multi-dividing ontology setting. Gao et al. [32] raised partial
multi-dividing ontology learning algorithm. Gao and Xu
[33] presented the stability analysis of learning algorithms
for ontology similarity computation. More ontology learning
algorithms and analysis can be referred to [34], [35], [36],
[37] and [38].

In this work, we present a new ontology learning algorithm
for searching the similar concepts among different ontolo-
gies using the tricks of vector distance learning. The main
ontology learning algorithm is based on the low rank matrix
optimization method in which the smaple ontology vertex
pairs are divided into two parts: similarity and dissimilarity;
restrict conditions are designed in the different setting of
ontology problem and finally we show the effectiveness of
the new approach by comparing experimental data.
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III. ONTOLOGY ALGORTIHM DESCRIPTION USING LOW
RANK MATRIX OPTIMIZATION

Assume that given an otnology data set with n vertices
V = {vi}ni=1 ⊆ Rd and there are two sets of pairwise
constraints connect with these ontology data vertices:

S = {(i, j)|vi and vj are judged to be similar},
D = {(i, j)|vi and vj are judged to be dissimilar}.

(1)
Here S is the set of constraints on ontology similar vertices,
and D is the set of constraints on ontology dissimilar
vertices. Each pairwise constraint (i, j) reveals that if two
ontology vertices vi and vj are similar or dissimilar judged
by filed experts. Notices that it is not necessary for all pair
of vertices in V to be included in S ∪D.

Let d(vi, vj) be the distance between two ontology vertices
vi and vj , and M ∈ Rd×d be a symmetric metric matrix.
With M, the ontology distance function can be stated as
follows:

dM(vi, vj) = ‖vi − vj‖M =
√

(vi − vj)TM(vi − vj). (2)

Specifically, since the symmetric matrix M needs to be a
valid metric, we assume that it satisfies the triangle inequal-
ity conditions and also a semidefinite positive matrix with
M � 0. Usually, M is a Mahalanobis matrix with distance
computing in the vector space Rd and the ontology distance
function degenerates into standard Euclidean distance formu-
la when M set to be identity matrix I ∈ Rd×d. Originally,
our goal was to learn the ontology distance function, but now
by means of (2) the aim is transformed to get an optimal
ontology symmetric distance matrix M ∈ Rd×d in light of a
set of ontology data vertices X on a vector space Rd together
with a set of constraints on ontology similar vertices S and
a set of constraints on ontology dissimilar vertices D, which
can be stated as the following ontology optimization model

min
M�0

g(M, V, S,D) (3)

where M is a positive semidefinite matrix and g is a suitable
ontology objective function defined over the given ontology
vertices and constraints.

Now we discuss the principle for the ontology distance
matrix learning, which directly affects ontology learning
frameworks and algorithms. First principle is to minimize
the distances among the ontology data vertices with ontology
similar constraints and maximize the distances among the
ontology data vertices with ontology dissimilar constraints.
Using this principle, ontology objective function g can sim-
ply expressed as

g(M) =
∑

(i,j)∈S

‖vi − vj‖2M − γ
∑

(i,j)∈D

‖vi − vj‖2M, (4)

where γ is a positive balance parameter. To get the ontology
objective function g, we always assume that M is decom-
posable, i.e., there is a matrix W = (w1, · · · ,wp) ∈ Rd×p
corresponding to a linear map: WT : Rd → Rp and
satisfying M = WWT and w1, · · · ,wp is not linear
dependent (equally, the rank of matrix M is p). In this way,
we have

‖vi − vj‖M =
√

(vi − vj)TM(vi − vj)

=

√
(vi − vj)TWWT (vi − vj) = ‖WT (vi − vj)‖.

Through this transformation, the original M norm calculation
is converted to the simplest Euclidean norm.

How to understand this transformation? We look at the
following conversion. For two vectors (ontology vertices)
v1 and v2, the most primitive method is to use cosine to
represent similarity, i.e., cos(v1, v2) =

vT1 v2
‖v1‖·‖v2‖ . In the

setting that v1 and v2 are normalized to endow the standard
L2 norm, then the cosine similarity is equivalent to the
standard Euclidean distance which can also be denoted as
d(v1, v2) = 2 − 2cos(v1, v2). The function of matrix W is
like a projection map for vector denoted by ϑ(v) = WT v,
and the above transformation process can be re-described as

d2(ϑ(v1), ϑ(v2))

= d2(WT v1,W
T v2)

= (WT v1 −WT v2)T (WT v1 −WT v2)

= d2
M(v1, v2) = (v1 − v2)TWWT (v1 − v2).

When it comes to semi-supervised ontology learning set-
ting which contains the unlabeled ontology data, we should
assume an affinity matrix A ∈ Rn×n on V where each
element Aij reveals the measure of affinity between two
ontology vertices vi and vj in the following way: the larger
Aij is, the large similarity betwwen vi and vj becomes. With
the affinity matrix A, set T(·) is the trace operator, D is a
diagonal matrix with Dii =

∑n
j=1Aij and L = D −A is

the Laplacian matrix of ontology graph, then the function in
(4) can be stated as

g(M, V, S,D) =
1

2

n∑
i,j=1

‖vi − vj‖2MAij

=
1

2

n∑
i,j=1

‖WT (vi − vj)‖2Aij

=

p∑
r=1

wT
r V(D−A)VTwr =

p∑
r=1

wT
r VLVTwr

= T(WTVLVTW) = T(VLVTWWT )

= T(VLVTM), (5)

where Aij = 1 if (i, j) ∈ S and Aij = −1 if (i, j) ∈ D in
the supervised ontology learning setting, while in the semi-
supervised ontology setting, Aij = 1 if vi is among k nearest
neighbors of vj and vice versa. However, due to its obvious
defects, we always need to improve its expression of A.

We aim to obtain better affinity matrix A in semi-
supervised ontology learning settings. By means of weak
affinities followed by k-NN trick (denote N(vi) as the k
nearest neighbors of vertex vi), the strong affinities by the
given pairwise ontology vertex constraints to the global wide
of the ontology data. The neighborhood symmetric matrix
P ∈ Rn×n for ontology data V is denoted as Pij = 1/k if
j ∈ N(vi) and Pij = 0 otherwise.

Let A0 ∈ Rn×n be the initial affinity matrix with A0
ij =

1 for any (i, j) ∈ S, A0
ij = −1 for any (i, j) ∈ D, and

A0
ij = 0 for any other cases. Let t ∈ N+∪{0} be a counting

parameter, At be an affinity matrix in the t-th iteration, At
i

be the i-th row of At, and λ ∈ (0, 1) be a balance parameter.
Simply, the whole iteration processure can be stated as

At+1
i = (1− λ)A0

i + λ
n∑
j=1

PijA
t
j , (6)
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and furthermore

At+1 = (1− λ)A0 + λPAt. (7)

Since all eigenvalues of P located between -1 and 1, and the
limitation A∗ = limt→∞At exists, we yield

A∗ = (1− λ)(I− λP)−1A0. (8)

The final ontology affinity matrix A is denoted by Aij =
A∗ij+A∗ji

2 if |A∗ij + A∗ji ≥ c where parameter c meets 0 <
c < 2; and Aij = 0 otherwise.

Let Sd+ be the subspace of positive semidefinite matrices
in Rd×d, ‖M‖0 be the number of nonzero components
in M, and ‖M‖1 be the sum of absolute values of all
components in M. The inner product operator of matrix is
defined as < A,B >= T (ATB). Let Σ be the empirical
covariance matrix and ρ be a positive balance parameter.
By means of log determinant measure, the corresponding
ontology optimization problem can be stated as

max
M∈Sd+

log detM− < Σ,M > −ρ‖M‖0, (9)

where the last part ρ‖M‖0 is used to control the sparsity of
M. We can use ‖‖1 norm of matrix and then (9) becomes

max
M∈Sd+

log detM− < Σ,M > −ρ‖M‖1, (10)

which equals to

min
M∈Sd+

− log detM+ < Σ,M > +ρ‖M‖1. (11)

Set Σ = M−1
0 + ρ1VLV−1 with a positive parameter ρ1.

Note that the sparsity part of (11) can be reduced to the
condition part, which leads to a following max-min ontology
learning problem

min
M∈Sd+

max
‖W‖∞≤ρ

− log detM+ < Σ + W,M > . (12)

In light of exchaning max and min parts in (12), the dual
problem of (11) can be expressed as

max
‖W‖∞≤ρ

min
M∈Sd+

− log detM+ < Σ + W,M >, (13)

and it equals to

max− log det Υ + d

‖Υ− Σ‖ ≤ ρ. (14)

Set h(M) = ρ‖M‖1 and

χ(M) = − log detM+ < Σ,M > . (15)

Hence, ontology problem (11) can be re-written by

minχ(M) + h(M). (16)

Let κ be a smoothness parameter, ‖ · ‖F be the Frobenius
norm and hκ(M) be the smooth approximation of h(M)
which is formulated as

hκ(M) = max
W:‖W‖∞≤ρ

{<W,M > −κ
2
‖W‖2F }. (17)

Therefore, ontology learning framewrok (16) can be repre-
sented as

minχ(M) + hκ(M). (18)

The simple computing processes for ontology optimization
(18) can be described as follows: at beginning set M =
Φ0 and t = 0; do loop Mt+1 = arg minM χ(M) +

hκ(Φt)+ < 5hκ(Φt),M − Φt > +max{L(χ),L(hκ)}
2 ‖M −

Φt‖2F , Φt+1 = arg minΦ χ(Mt+1)+ < 5χ(Mt+1),Φ −
Mt+1 > +max{L(χ),L(hκ)}

2 ‖Φ−Mt+1‖2F +hκ(Φ), t = t+1
until Mt converges; and finally return M = Mt.

Let M0 be the initial matrix as defined before, and
D(M|M0) be a non-negative convex logarithmic deter-
minant objective function. For instance, D(M|M0) =
T (MM−1

0 )− log |MM−1
0 | − d. Using two positive parame-

ters c1 and c2, the ontology optimization model can be stated
as

min
M

D(M|M0)

s.t. dM(vi, vj) ≤ c1 (i, j) ∈ S
dM(vi, vj) ≥ c2 (i, j) ∈ D. (19)

In the low rank Mahalanobis distance setting, the corre-
sponding convert can be formulated as

d2
I+M(v1, v2)

= (v1 − v2)T (I + M)(v1 − v2)

= (v1 − v2)T (v1 − v2) + (v1 − v2)TM(v1 − v2)

= d2(v1, v2) + d2
M(v1, v2),

where M is low rank. Since the rank of both M and W is
p, the low-rank ontology distance learning framework can be
stated as

min
M

D(M|WWT )

s.t. dM(vi, vj) ≤ c1 (i, j) ∈ S
dM(vi, vj) ≥ c2 (i, j) ∈ D
r(M) ≤ p. (20)

Let Ξ = W(WTW)−
1
2 be an orthogonal expression

of the columns of W. Hence, we have ΞTΞ = I and
ΞΞTMΞΞT − ΞΞTM0ΞΞT = ΞΞT (M −M0)ΞΞT . The
ontology distance metric learning problem can be summaried
as to learn a full rank Mahalanobis matrix with restrict
M = I+ΞΞT (M−I)ΞΞT and this condition can be relaxed
to more generalized M0 where M = I+ΞΞT (M−M0)ΞΞT .
The corresponding ontology distance learning problem be-
comes

min
M

D(M|I)

s.t. dM(vi, vj) ≤ c1 (i, j) ∈ S
dM(vi, vj) ≥ c2 (i, j) ∈ D
M = I + ΞΞT (M− I)ΞΞT . (21)

It is easy to check that

dM(vi, vj) = dI+M′(vi, vj) = dI(vi, vj) + dM′(vi, vj)

= dI(vi, vj)− dΞΞT (vi, vj) + dΞΞTMΞΞT (vi, vj),

where M′ is a low rank matrix with its rank at most p. Thus,
set third marginal parameter cij = dI(vi, vj)− dΞΞT (vi, vj),
the ontology problem (21) can be re-stated as

min
M

D(M|I)

s.t. dΞΞTMΞΞT (vi, vj) ≤ c1 − cij (i, j) ∈ S
dΞΞTMΞΞT (vi, vj) ≥ c2 − cij (i, j) ∈ D
M = I + ΞΞT (M− I)ΞΞT . (22)
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The optimal solution of ontology probelm (23) meets M∗ =
I + ΞΞT (M∗ − I)ΞΞT , and it can be further rewritten as

min
M

D(M|Ip)

s.t. dM(ΞT vi,Ξ
T vj) ≤ c1 − cij (i, j) ∈ S

dM(ΞT vi,Ξ
T vj) ≥ c2 − cij (i, j) ∈ D.(23)

The whole iterative process can be described as follows:
given slack punish parameter ι, set Λ = W, for any i
and j, ψij = ω = 0; in each iterate, label τ = 1 if
similarity constrict and τ = −1 if dissimilarity constrict,
d = (vi, vj)

TΛTΛ(vi, vj), ζ = min{ψij , τι
ι+1 + 1

d −
1
ωij
},

$ = τζ
dτζ+1 , ψij = ψij − ζ, ωij =

ωijι
ι+τζωij

,Λ = Λ +

(
√
$ + 1−1)(vi−vj)(vi−vj)TΛ; finally return M = ΛΛT .

IV. EXPERIMENTS

The main purpose of this part is to test the validity of
our proposed distance computing based ontology learning
algorithm with respect to ontology mapping structure. We
will test on three databases: “University” ontologies, “Math-
ematics” ontologies and “Chemical Index” ontologies. Since
in these three ontologies, the total number of vertices are
small, so we use the ontology sample with small capacity,
but it doesn’t affect the validity of the test.

A. Experiment on “University” data

We use “University” ontologies O1 and O2 in the first
experiment which is used to describe the basic organizational
structure of the university. The structures of O1 and O2 are
respectively presented in Figure 1 and Figure 2. We set the
experiment with the aim to give ontology mapping between
O1 and O2. We take P@N precision ratio as a criterion
to measure the quality of the experiment, and ontology
algorithms in Gao et al. [40], [43] and [45] on “University”
ontologies. Then we compare the precision ratios yielded
from the three ontology learning tricks, and some results
can be referred to Table 1.

We can see from the table 1 by comparing the average
precision ratios obtained from the three algorithms and our
newly proposed one that when N = 1, 3 or 5, the precision
ratios by means of our new ontology mapping algorithms
are much higher than that got from ontology learning algo-
rithms proposed in Gao et al. [40], [43] and [45]. Generally
speaking, the average ratio grows apparently as N increases,
no matter in any algorithm here. When N = 3, our new
algorithm shows most advantage over the others. As a result,
our distance computing based ontology learning algorithms
turn out to be better and more effective than those raised by
Gao et al. [40], [43] and [45].

B. Experiment on “Mathematics” data

We use mathematical ontologies O3 and O4 (Figures 3
and 4 present the basic structures of O3 and O4, respec-
tively) for our second experiment to test the availability
of new proposed distance computing based algorithm with
regard to ontology mapping constructing. These ontologies is
used to describe the relationship between different research
branches in different disciplines of mathematics. The aim is
to compute the similarity-based ontology mapping between

O3 and O4 using our proposed distance computing based
algorithm. The P@N criterion is also applied as criterion to
test the experiment data. Ontology algorithms introduced in
Gao and Zhu [39], Gao et al. [41], and Wu et al. [44] are also
acted on mathematical ontologies, and the precision ratios are
compared among four methods. Partial of experiment results
can be referred to Table 2.

According to the experiment data presented in Table 2,
it’s easy to find that when N increases the average precision
ratios show clear tendency to increase with it. Generally
speaking, the advantage of our new algorithm is obvious by
comparing the ratios. Even though the ratio from algorithm
in Wu et al. [39] is the same as that from the new one
when N = 1, when N becomes larger, the advantage of
our new algorithm becomes more obvious. As a result,our
distance computing based ontology approach performances
much more efficient than ontology learning methods studied
in Gao and Zhu [39], Gao et al. [41], and Wu et al. [44],
especially when N is large enough.

C. Experiment on chemical index data
The “Chemical Index” ontologies O5 and O6 (the basic

structures of these two ontologies can be referred to Figures
5 and 6, respectively) for the third experiment. The purpose is
to infer similarity-based ontology mapping between O5 and
O6 in lingt of our distance computing based algorithm. The
P@N criterion is also used to measure the equality of the
data result. Ontology learning frameworks introduced in Gao
and Zhu [39], Gao et al. [42], Wu et al. [44] are implemented
on “Chemical Index” ontologies, and Table 3 presents the
precision ratios deduced from these four ontology learning
tricks.

Note that the Figure 5 and Figure 6 presented above only
contain of partial vertices of ontologies. In fact, there are 68
concepts in chemical index ontology O5, and 46 concepts
in chemical index ontology O6. The concepts contained in
O5 or O6 but not displayed in Figure 5 and Figure 6 are:
“singly vertex-weighted Wiener number”, “multiplicative
Wiener index”, “terminal Wiener index”, “generalized Harary
index”, “second atom bond connectivity index”, · · · , “fifth
atombond connectivity index”, “revised edge Szeged index”,
“GeneralCo-PI index”, “Shultz polynomial”, “zeroth-order
general Randic index”, “eccentric connectivity polynomial”,
“second geometric-arithmetic index”, · · · , “fifth geometric-
arithmetic index”, “first Zagreb polynomial”,· · · , “sixth Za-
greb polynomial”, etc.

Following the compared partial data manifested in Table
3, we see that when N increases the average precision ratios
show clear tendency to increase with it. Generally speaking,
the advantage of our new algorithm is obvious by comparing
the ratios. Even though the ratio from algorithm in Wu et
al. [39] is the same as that from the new one when N = 1,
when N becomes larger, the advantage of our new algorithm
becomes more obvious. As a result, our distance computing
based ontology algorithm is more efficient than ontology
learning technologies studied in Gao and Zhu [39], Gao et al.
[42], Wu et al. [44], especially when N is becoming large.

V. CONCLUSIONS

As a structured representation tool, the role of the ontology
has gradually emerged in various application fields, and
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Fig. 1. “University” Ontology O1

Fig. 2. “University” Ontology O2

TABLE I
PRTIAL OF THE EXPERIMENT DATA FOR ONTOLOGY MAPPING ON “UNIVERSITY” ONTOLOGIES.

P@1 average P@3 average P@5 average
precision ratio precision ratio precision ratio

our ontology learning algorithm 0.5357 0.6429 0.7071
ontology algorithm in Gao et al. [40] 0.5000 0.5962 0.6857
ontology algorithm in Gao et al. [43] 0.4643 0.5714 0.6642
ontology algorithm in Gao et al. [45] 0.4286 0.5238 0.5929

its strong advantages have been highly praised by domain
experts. Every year, new ontologies are constructed in all
fields of natural science, and new ontology algorithms are

constantly being created and expanded for the needs of
various applications.

In this paper, we focus on the similarity based ontology
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Fig. 3. “Mathematics” Ontology O3

Fig. 4. “Mathematics” Ontology O4

TABLE II
PRTIAL OF THE EXPERIMENT DATA FOR ONTOLOGY MAPPING ON “MATHEMATICS” ONTOLOGIES.

P@1 average P@3 average P@5 average
precision ratio precision ratio precision ratio

our ontology learning algorithm 0.3846 0.5128 0.6923
ontology algorithm in Gao and Zhu [39] 0.3077 0.4359 0.5615

ontology algorithm in Gao et al. [41] 0.3462 0.3974 0.5231
ontology algorithm in Wu et al. [44] 0.3846 0.5000 0.6769

mapping. The main idea of the designed algorithm is to
determine the similarity between the two conceptual cor-
respondence vectors by calculating the geometric distance

between them. Considering the complexity of the obtained
algorithm and the cost of ontology construction, our goal
is to make the distance matrix M to be low-rank sparse
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Fig. 5. “Chemical Index” Ontology O5

Fig. 6. “Chemical Index” Ontology O6

TABLE III
PRTIAL OF THE EXPERIMENT DATA FOR ONTOLOGY MAPPING ON “CHEMICAL INDEX” ONTOLOGIES.

P@1 average P@3 average P@5 average
precision ratio precision ratio precision ratio

our ontology learning algorithm 0.4123 0.5263 0.6982
ontology algorithm in Gao and Zhu [39] 0.3247 0.4415 0.5667

ontology algorithm in Gao et al. [42] 0.3947 0.4678 0.5807
ontology algorithm in Wu et al. [44] 0.4123 0.5058 0.6754

matrix, and it is done by optimizing the constraints of
the constraints in the model. Finally, the deduced ontology
mapping algorithm is applied to “University” ontologies,
“Mathematics” ontologies and “Chemical Index” ontologies,
all of which have achieved high efficiency.

We believe that with the deepening of ontology applica-
tions and the advancement of related research in the future,
more algorithms will be proposed and effectively applied to
various ontology engineering fields. At the same time, we
believe that the following can be used as a subject for further
research:
(1) How to improve the existing ontology learning algorithm
to make it meet the needs of large-scale computing and real-
time computing requires further research.
(2) How to integrate ontology features into some well-

known learning methods (for example: reinforcement learn-
ing, convolutional neural networks, graph neural networks,
etc.) requires further research.
(3) We find that most of the current research on ontology
is still focused on ontology inference, that is, in the process
of ontology construction, using related methods of mathe-
matical logic to logically model the ontology. The advantage
of this is that the relationship between the entire ontology
concepts is supported by a set of logic theories, which makes
the ontology use mathematical logic as a tool in practical
applications, and the derivation of the relationship between
the concepts is more rigorous.

From the existing research results, mathematical logic and
machine learning are two modeling tools of ontology, and
there is no relationship between them. The question now
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is, if an ontology uses mathematical logic and machine
learning to build computational models, can a bridge be
established between these two models. That is, can the
elements of ontology logic be integrated into the ontology
learning process?
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