
 

Abstract—Online learning is becoming a common learning 

method in the field of education. The correct classification of 

online learners plays a vital role in solving the key issues such 

as low pass rates and high dropout rates. In this paper, we 

propose a improved ensemble algorithm for classifying 

learners, which integrates feature selection and the improved 

Stacking algorithm (Stacking-PMLR). One feature selection 

algorithm is Mean Decrease Impurity Algorithm based on 

Random Forest. It is used to investigate the learning behavior 

factors which contribute to class of learner. It is also used to 

select the most frequent features and to reduce the dimensions. 

Analyzing learners’ behavior features by the feature selection 

algorithm, we know that a number of chapters, interaction 

days, interactions times and video viewed times are the most 

important factors. Learners’ behavior features from feature 

selection are used as the attribute input of Stacking-PMLR for 

classifying learners. After that, we use the multilevel improved 

ensemble algorithm Stacking-PMLR to classify learners. We 

improve the Stacking algorithms in terms of its hierarchical 

structure, data features representation, combination strategy 

and classification algorithm according to its own 

characteristics. We use the improved Stacking algorithm to 

construct the classification model. In addition, fifteen real 

world different type datasets in UCI machine learning 

repository are applied. The experimental results show that the 

improved Stacking algorithm has better performance in 

accuracy, precision and F1. It also shows the feasibility of the 

Stacking-PMLR. Finally, we use feature selection and the 

Stacking-PMLR algorithm to classify the public dataset of the 

edX online learning platform. The experimental results show 

that the performance of Stacking-PMLR is better. It shows the 

practical value of the Stacking-PMLR in online learning 

prediction. 

Index Terms—Online learning, ensemble algorithm, feature 

selection, stacking algorithm 

I. INTRODUCTION 
HE rapid advancement of Internet technology has 

promoted the rapid development of the education 
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industry, and the education industry has entered the Internet 

age. Online learning is a new type of education method that 

uses the Internet for teaching and learning [1]. The online 

learning platform provides learners with a variety of 

high-quality course resources. Users can flexibly choose the 

study time and content according to their actual conditions 

[2]-[3]. With its abundant learning resources, convenient 

learning methods and huge number of learners, online 

learning has greatly enriched the existing education 

methods [4]-[5]. And it is of great significance for 

improving the scientific and cultural quality of the entire 

people [6]. Although online learning provides learners with 

a free and convenient way to learn, there are still many 

bottleneck problems behind them, such as low pass rates 

and high dropout rates [7]. In response to these bottlenecks 

that restrict the development of online learning, some 

researchers have begun to mine and analyze the learning 

behavior data that generated by learners in the process of 

online learning. By analyzing the learning behavior data, it 

provides some scientific basis for online learning platforms 

in the development of teaching strategies. It enables the 

online learning platforms to provide learners with efficient 

learning services and improve the quality of online learning 

[8]-[9].  

Feature selection, one of the data mining technologies, is 

currently applied to discover the relationships among 

different learners’ features in online learning big data [10]. 

In this paper, we use a feature selection algorithm (Mean 

Decrease Impurity Algorithm Based on Random Forest) to 

gain a clearer understanding of the learning behavior 

features for different classes of learners as well as improve 

accuracy of classifying. At the same time, different teaching 

schemes are implemented according to different types of 

learners so as to provide scientific basis for efficient 

teaching of online learning platforms. 

The Stacking algorithm is one of the most widely used 

algorithms in ensemble learning algorithms. Its 

generalization ability has been greatly improved to compare 

to other ensemble algorithms. It has been widely used in 

various fields of industrial production. Similarly, it is often 

used in major well-known data competitions. According to 

the current research on the Stacking algorithm, it can be 

found that the Stacking algorithm has excellent 

performance by taking the prediction probabilities of the 

base classifiers as the input features of the meta-classifiers 

and using Multi-response Linear Regression (MLR) as the 

meta-classifiers [11]. The paper names it as PMLR and 

improves the Stacking algorithm based on it. We combine 

Incorporating Feature Selection in the Improved 

Stacking Algorithm for Online Learning 

Analysis and Prediction 

Hong Dai, Wenkai Wu, Jiacheng Li, Yangke Yuan 

T 

Engineering Letters, 28:4, EL_28_4_05

Volume 28, Issue 4: December 2020

 
______________________________________________________________________________________ 



 

different types of ensemble algorithms to reform a new 

classifying algorithm (Stacking-PMLR). It is also the core 

of online learners classifying. The algorithm not only 

improves the consistency and the success rate of classifying, 

but also reduces the time and the cost of online learning 

[12]. 

II. RELATED WORK 

In recent years, there are an increasing number of studies 

that use feature selection algorithms and the stacking 

algorithms to mine big data. We have a brief literature 

review in terms of online learning, feature selection 

algorithm (Mean Decrease Impurity Algorithm Based on 

Random Forest) and the stacking algorithms in the field of 

big data.  

Most of the scholars' research on online learning analysis 

initially focused on well-known large-scale online learning 

platforms such as edX and Coursera. For example, after 

building the edX platform, Harvard University and MIT 

have jointly created a data analysis tool called Insights to 

visually analyze the generated learning behavior data. In the 

meanwhile, the two universities jointly released part of the 

processed edX learning platform's learning behavior data 

for scholars around the world to study [13]-[14]. At present, 

most research work mainly focuses on two aspects. On the 

one hand, statistical analysis is made on the features of 

learning behavior in a single dimension or multiple 

dimensions to explore the relationship between various 

types of learning behavior features and learning effects [15]. 

For example, Hummel analyzed the log information that 

generated by learners during the platform access process 

and conducted learning interventions for learners based on 

the results of the analysis [16]. Laxmisha Rai analyzed 

various factors that affecting online learning from multiple 

perspectives based on features such as learners' types, 

degree of difficulty, learning motivation, learning 

environment and feedback information [17]. DeBoer 

analyzed personal information of learners to explore the 

impact on learning completion [18]. On the other hand, the 

model is constructed based on the learning behavior data of 

the learners so as to predict the learning effect and improve 

the learning efficiency [19]. For example, Ramesh used 

learners' different learning behavior features to predict 

learners' probability of taking the test and test scores [20]. 

Bart Pursel used learners' personal information features and 

learning behavior features to perform regression analysis 

with logistic regression method to find out the degree of 

influence on the learning effects [21]. Balakrishnan used 

hidden Markov models to predict learners' probability of 

dropping out of school by using significant learning 

behavior features in data from an online learning course at 

the University of Berkeley [22]. 

Feature selection algorithms have widely applied in data 

feature extraction of various fields. In the earlier research, 

feature selection algorithms generally used linear measures 

such as Mahalanobis distance and correlation coefficients 

[23]. Mitra et al. proposed two linear measures of minimum 

power error and maximum information compression index. 

They applied it to the unsupervised feature selection 

method and achieved good results [24]. For the non-linear 

relationship among data, researchers have proposed a 

variety of non-linear correlation metrics. Among them, 

metrics based on information theory are considered the 

most promising metrics. Information and conditional 

mutual information were applied to feature selection and 

achieved good results [25]-[26]. Aiming at the time 

complexity of feature selection, Koller et al. applied 

Markov blankets to feature selection for the first time [27]. 

Yu et al. proposed a fast feature selection algorithm based 

on correlation and defined the basic problems in feature 

selection [28]. 

Stacking algorithm has been widely used in different 

fields. It can construct corresponding Stacking algorithms 

for different problems. Moudrik et al. used the evolutionary 

non-linear stacking method in GO Player data [29]. Alvear 

et al. established a stacking noise reduction auto-encoding 

classifier for image classification problems [30]. Demir et al. 

improved Stacking algorithm on the generation, selection 

and combination of individual classifiers based on network 

intrusion data [31]. Abawajy et al. researched the Stacking 

algorithm that has large-scale automatic iterative multilevel 

classifiers specifically for big data. It greatly improved the 

classification accuracy [32]. Zhou et al. used the original 

data to train a neural network for ensemble and replaced the 

original labels with the predicted labels of the neural 

network to generate a new dataset [33]. Shunmugapriya et 

al. optimized the Stacking algorithm through artificial bee 

colony algorithm [34]. Chen et al. optimized the Stacking 

algorithm based on ant colony algorithm [35]-[36].  

III. METHODOLOGY 

We organize this section into four main subsections. The 

first subsection illustrates the feature selection algorithm. 

The following subsections introduce the theory of Stacking 

algorithm, the improved Stacking algorithm and the model 

construction of the improved Stacking algorithm, 

respectively. 

A. Feature selection 

The purpose of feature selection is to remove redundant 

or irrelevant features in the dataset by related methods to 

select the optimal feature subset, thereby improving the 

generalization ability of the prediction model and reducing 

its computational cost. At present, the methods for selecting 

feature subset include filter, wrapper and embedding. By 

analyzing the advantages and the disadvantages of the three 

feature selection methods and the characteristics of the 

Stacking algorithm, we comprehensively consider using the 

algorithm that based on the Random Forest (Mean Decrease 

Impurity Algorithm Based on Random Forest) in the 

embedded methods. The principle is to calculate the impure 

reduction value of each feature in the entire decision trees 

during the training of the decision trees. The mean value of 

the reduced impurity for each feature is used as feature 

selection metric. The measure of impurity is the Gini Index, 

which is defined as follows (formula 1): 
| |

2

1

( ) 1

y

k

k

Gini D p



                             (1) 

Where D is the dataset, y is the class label and kp is the 
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proportion of the k-th class sample in dataset D. 

B. Stacking overview 

Stacking algorithm is one of the most famous algorithms 

in ensemble learning algorithms [37]-[38]. And it plays an 

important role in the field of machine learning [39]. The 

working mechanism of the Stacking algorithm is to generate 

various base-level learners by training different base-level 

learning algorithms. Then the output datasets of the 

base-level learners are used as the training sets of the 

meta-level learning algorithms. The output of the trained 

meta-level learner is used as the final prediction result 

[40]-[41]. 

During the training of the Stacking algorithm, the input 

data of the meta-level learners is generated from the output 

data of the base-level learners, which will cause the risk of 

overfitting. Therefore, the Stacking algorithm usually uses 

cross-validation to reduce the risk of overfitting [42]-[43]. 

Assume that the T base-level learning algorithms are 

1 2, ,..., ,T   meta-level learning algorithms is  . Firstly, the 

Stacking algorithm needs to divide the dataset into training 

dataset D and testing dataset testD . Then the training dataset 

1 1 2 2{( , ),( , ),...,( , )}m mD x y x y x y  is randomly divided into k datasets 

similar size 1 2, ,..., k i jD D D D D ， ，. Set jD  and \j jD D D  as the 

testing set and training set for the j-th cross-validation [44]. 

In the k-th iteration, ( )j
th is the base-level learner, which is 

generated by the t-th base-level learning algorithm t using 

the j-th training set. ( ) ( )j
t ih x is the output of ( ) 'sj

th  prediction 

for each sample ix on testing set jD . When T base-level 

learners complete k iterations, we can get the output of 

sample ,ix that is ( ) ( ) ( )
1 2( ( ), ( ),..., ( )).j j j

i i i T ix h x h x h x,  Accordingly, the 

training set of the meta-level learners generated by the 

base-level learners are 1' {( , )}m
i i iD x y  , . The meta-level 

learning algorithms are trained by 'D to obtain the 

meta-level learners ' ( ')h D . During the training phase of 

the base-level learners, each base-level classification 

algorithms t will generate k base-level learners ( )j
th in k 

iterations, 1,..., .j k Therefore, in the testing phase of the 

base-level learners, k base-level learners will generate k 

output results (1) (2) ( )( ( ), ( ),..., ( ))k
t t th x h x h x  on each sample x of 

the testing dataset testD .  The average outputs are described 

below (formula 2): 

( )

1

( ) ( ) /

k

j
t t

j

h x h x k



                              (2) 

The average outputs are the testing set of the meta-level 

learners, and predicts it with the meta-level learners 

[45]-[46]. 

C. Improvement of the Stacking algorithm 

For various ensemble learning algorithms, their 

differences lie in the diversity of individual learners, the 

different training data, their generation methods and the 

choices of individual combination strategies [47]. 

According to these features, the paper has made related 

improvements to the Stacking ensemble algorithm. The first 

is to process the input data of each level in the Stacking 

algorithm. The second is to redesign the hierarchical 

structure of the Stacking algorithm. The third is to construct 

the base-level learners in each level of the Stacking 

algorithm by using different ensemble learning algorithms. 

The fourth is the application of combining strategies. 

The improved Stacking algorithm has three-level 

structure. The first and second levels are base-learner levels, 

named 0-level and 1-level. The third level is the 

meta-learner level, which is called 2-level. 

i. Processing of input features 

Assume the training dataset is { , | 1,..., },i iD x y i m   

1 { ,..., },i ly c c  m is the number of samples and l is the 

number of classes. Generally, the structure of Stacking 

algorithm is divided into two levels. The first level is the 

base-learner level and the second level is the meta-learner 

level. In the base-learner level, T base learning algorithms 

are used to generate the training set 'D of the meta-level 

learning algorithms on the training set D by k-fold 

cross-validation. The training set 'D  is shown as follows 

(formula 3): 

1 2

' {( , ) | 1,..., }

    { , ,..., | 1,..., }

i i

i i iT i

D x y i m

z z z y i m

 

 ，

,

                    (3) 

Meta-level learning algorithms input features ix , are 

1 2 1( , ,..., ), ( ( | ),..., ( | )),t th h
i i iT it i l iz z z z p c x p c x where ( | )th

j ip c x  

represents the probabilities that samples ix are predicted to 

be class j by the t-th base-level learners. According to the 

input vectors of the meta-level learning algorithms, it can 

be known that the features dimensions of the meta-level 

learners’ training set will increase significantly with the 

increase of the number of base-level learners. It will 

multiply the computation time and increase the distance of 

each sample in the training set of the meta-level learners. 

Assume that in the classification task of the Stacking 

algorithm, 1 2( ) and  ( )t tp x p x are the class probabilities that 

predicted by the t-th base classifier for samples 1x and 2x , 

respectively. The number of base classifiers is T. The 

training set features of the meta-level classifier are 

1 11 1 1 1 1 2 1 2 2 2'( ) ( ( ),..., ( ),..., ( )),  '( ) ( ( ),..., ( ),..., ( )).T T T TP x p x p x p x P x p x p x p x   

The Euclidean distance between them is given as follows 

(formula 4): 

2 1 2 1 2( , ) || ( ) ( ) ||L x x P x P x                           (4) 

If the number of base-level learners is increased from T 

to 1T , the training data features of the meta-level learners 

will also increase accordingly. That is 

1 11 1 1 1 1 2 1 2 2 2'( ) ( ( ),..., ( ),..., ( )),  '( ) ( ( )..., ( ),..., ( )).T T T TP x p x p x p x P x p x p x p x  The 

Euclidean distance between them is introduced below 

(formula 5): 

2 1 2 1 2'( , ) || '( ) '( ) ||L x x P x P x                          (5) 

We can see clearly 2 1 2 1'( , ) ( , ).L x x L x x  Therefore, with the 

increasing number of base classifiers in the Stacking 

ensemble algorithm, the training data distribution of the 

meta-level learning algorithms will be sparser. At the same 

time, the dimensions will increase continuously, which will 

eventually lead to the algorithm complexity and training 

cost increasing exponentially. So we need to change the 

input features of the algorithm to get the reasonable and 
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valid data samples. 

Firstly, we process the data features of the 1-level 

classification algorithm. You can see from the beginning of 

the part 1( ( | ),..., ( | )),t th h
it i l iz p c x p c x  where itz is the class 

probabilities vectors that predicted by the t-th base classifier 

for sample ix . ( | )th
j ip c x  is the probability that it belongs 

to class j. The training set of the meta-level learning 

algorithms in the Stacking algorithm consists of the class 

probabilities and class labels that predicted by the base 

classifiers. In other words, the training set of the meta-level 

learning algorithms is 1{( ,..., , ) | 1,..., }.i iT iz z y i m The 

improvement made in the paper is to add the original 

samples ix to the original training set. The improved 

Stacking algorithm will be used as follows (formula 6):         

{( , , ) | 1,..., ; 1,..., }i iT ix z y i m t T                       (6) 

Equation (6) is as the training dataset for the 1-level 

classification algorithm. The size of the changed dataset and 

features are m T  and | |,il x  respectively. | |ix  is the 

dimension of ix . 

The Stacking algorithm is suitable for learning tasks with 

a large amount of data [48]. In order to increase the size of 

the sample data, the initial training set is first used to train 

the 0-level classification algorithms. Then the "nearest 

neighbor" is constructed for the original dataset that based 

on the output of the 0-level classifier. As a result, the 

number of datasets and data distribution density can be 

increased. 

In the Stacking algorithm, the class probability of each 

classifier predicted by the same sample x will be different. 

That means 1( ( | ),..., ( | )),  1,...,t th h
lp c x p c x t T  are different. 

If a single classifier is used to predict the class of a sample 

and its outputs are the class probabilities, in that way, the   

prediction result of the classifier is the class with the 

maximum probability. Assume that T classifiers can 

accurately predict the class of sample x, then the class 

predicted by each classifier with the maximum probability 

is same as the real class of sample x. That is, the probability 

vectors of T classifiers have similar values for the 

corresponding elements in the same dimension. Hence the 

features ( , )i itx z , 1,...,t T , in the training data (( , ), )i it ix z y  

of 1-level generated from the same sample ix are relatively 

similar to each other (based on the Euclidean distance). If 

we extend the sample ix in the original dataset D, that 

is 0( , ,..., ,..., ),i i i ij ilx x c c c% 1ijc   represents the class of ix   

is jc , otherwise 0ijc  . Then there is a large similarity 

between the training set 1( , ( | ),..., ( | ))t th h
i lx p c x p c x ,   

1 , . . . ,t T of the 1-level and 0( , ,..., ,..., )i i ij ilx c c c . Since the 

1L -norm of each class probability vector is 1, that is 

1
( | ) 1t

l h
jj

p c x


  and 0 ( | ) 1th
jp c x  . Therefore, the Euclidean 

distance between the training set 1( , ( | ),..., ( | )),t th h
i lx p c x p c x  

1,...,t T of T classifiers in the 1-level are mutually less 

than l . And the Euclidean distance between them 

and 0( , ,..., ,..., )i i i ij ilx x c c c% is also less than l . The training 

set of the T classifiers can be used as T "nearest neighbors" 

related to x%. 

Constructing "neighbors" of the original dataset can give 

the Stacking algorithm several advantages. The first is that 

the Euclidean distance between samples cannot exceed 

l as the number of base classifiers increases. The second 

is that the training data characteristics dimensions of the 

1-level learners are still | |il x . | |ix  is the dimension of ix . 

It allows the computational cost of the algorithm not to 

increase significantly. The third is that the predicted 

probabilities of all classifiers can be retained in the 1-level 

structure instead of the values after processing them. 

Similarly, the features of the original samples are also 

added to the meta-level, which allow various hidden 

relationships between the features of the original data and 

their class probabilities to be preserved. 

ii. Structural hierarchy design 

In the elaboration of the features attributes of the input 

data, we made relevant assumptions. Assume that all 

classifiers can correctly distinguish the class labels of each 

sample. However, in actual learning tasks, the individual 

classifiers of the ensemble learning algorithms cannot make 

correct class predictions on all samples. Therefore, there is 

noisy data in the training data of formula (6). In order to 

reduce the impact of noise data on the final classification 

effect, we reform the hierarchical structure based on the 

two-level structure of the general Stacking algorithm. A 

base-learner level is added between the base-learner level 

and the meta-learner level, which is the 1-level named in 

the opening part of this section. Retrain the data of formula 

(6) by using 1-level learners. The final results are averaged 

according to the outputs of the 1-level learners to achieve 

the effect of reducing noises. 

iii. Construction of the base classifiers 

The base classifiers used in the Boosting algorithms and 

the Bagging algorithms are usually traditional weak 

classifiers. These two types of ensemble algorithms can 

convert weak classifiers into strong classifiers [49]. 

However, the Stacking algorithm needs to combine learning 

results through different classification algorithms due to its 

different structural characteristics [50]. So the choice of 

classification algorithms is extremely important. According 

to the theoretical research of ensemble learning, individual 

learners need to have both diversity and accuracy. In the 

paper, three ensemble learning algorithms are selected as 

the base classification algorithms at 0-level and 1-level, 

namely Random Forest (RF), eXtreme Gradient Boosting 

Algorithm (XGBoost) and Gradient Boosting Decision Tree 

(GBDT) [51].  

According to the current research, we can know that on 

the premise of ensuring accuracy of individual classifiers, 

the prediction diversity of each base classifier can improve 

the performance of ensemble learning to a certain extent 

[52]-[53]. The three base classification algorithms RF, 

XGBoost and GBDT used in the paper are all ensemble 

learning algorithms. In general, their performance is better 

than the traditional single algorithm. At the same time, the 

generation methods of the three ensemble algorithms are 

also different. They may increase the diversity of the base 
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classifiers. The analysis of the three algorithms shows that 

the three algorithms have different emphases. Among them, 

RF pays more attention to reducing variance. XGBoost and 

GBDT can reduce both bias and variance. Therefore, the 

paper uses RF, XGBoost and GBDT as the base learning 

algorithms. 

iv. Application of combining strategies 

The current research on the combination strategies of 

ensemble learning algorithms shows that different 

combination strategies have great influence on the 

generalization ability of ensemble learning algorithms. 

Some researchers have found that the ensemble learning 

Stacking algorithm uses Multi-response Linear Regression 

(MLR) as meta-level learning algorithm and uses class 

probability as training data. It can achieve better 

performance. 

MLR is a prediction algorithm based on linear regression. 

It is used as a classifier in a multi-classification problem. 

We set the number of class to l. The class labels are 

1 2{ , ,..., }.lc c c  The classification process becomes l binary 

classification problems. That is, for each class label lc , a 

linear classifier jLR , 1,2,...,j l  is constructed. Use it to 

predict a binary variable for each class label lc . When the 

class prediction is correct, the binary variable is 1 and vice 

versa. Firstly, we first need to calculate ( )jLR x for all classes 

in order to classify a given unclassified sample x . Then the 

plurality voting method is used to predict the final class. 

The plurality voting method is shown as follows (formula 

7): 

1
arg max ( )

T j
iij

h x
H x c


（ ）=                            (7) 

The class predicted by the plurality voting method is the 

one with the most votes in all class labels among them 

( ) {0,1}.j
ih x   We only need to randomly select a class from 

them if there are multiple class labels that get the highest 

number of votes. 

The improved Stacking algorithm in the paper used 

Multi-response Linear Regression (MLR) as the meta-level 

algorithm. The improved input data features of 1-level and 

2-level make the testing sample data x generate T ‘‘nearest

 neighbor’’ samples after training on the classifiers of 

0-level and 1-level. Finally, the MLR performs class 

prediction on the T "nearest neighbor" samples. And the 

final class is judged by the plurality voting method. 

D. Model construction of the improved Stacking 

algorithm 

By improving the Stacking algorithm in the previous 

section, the paper constructs an improved Stacking 

algorithm model. The structure of the model is divided into 

three levels. The first and the second levels are the base- 

learners levels. Meanwhile, RF, XGBoost and GBDT are 

used as the base learning algorithms. The third level is the 

meta-learner level and it uses MLR as the final 

classification algorithm. The paper names the improved 

Stacking algorithm as the Stacking-PMLR. 

In order to clarify the improved Stacking algorithm, 

namely the Stacking-PMLR, more vividly and clearly, we 

use the specific input data dimensions and the number of 

classes to show the Stacking-PMLR algorithm in detail, as 

shown in Fig.1. Assume that the features dimensions of the 

data are 4, we need to perform a binary classification task 

and the number of classifiers in 0-level and 1-level is 3 

respectively. 

IV. EXPERIMENTS 

A. Features selection of the edX dataset 

The edX dataset adopted in the paper has some features 

that are not related to the class prediction of the learners. 

Therefore, we use the method that decreases impurity based 

on the random forest to perform feature selection in the 

preprocessing so as to select the optimal features subset. 

Features selection experiment results shown in Table Ⅰ.  

According to the results of features selection experiments, 

the mean decrease Gini impurity of incomplete_flag, roles 

and course_id are 0.0002, 0.0002 and 0.0009, respectively. 

Three features have a weak impact on the class prediction 

of online learners, hence they are eliminated as redundant 

features. Finally, the improved Stacking algorithm 

(Stacking-PMLR) is used to perform learner class 

prediction experiments on the remaining 13 features.
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Fig. 1. Structure of the improved Stacking algorithm
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B. Experiment design and results analysis of the 

Stacking-PMLR based on UCI datasets 

i. UCI datasets 

For the purpose of verifying the effectiveness of the 

improved algorithm in the paper, we use 15 different types 

of UCI datasets for experimental verification. UCI datasets 

include eleven unbalanced datasets and four balanced 

datasets. Table Ⅱ illustrates the UCI datasets adopted in the 

experiment. 

ii. Experiment setups 

In order to evaluate the performance of the improved 

Stacking algorithm, the paper uses 6 algorithms for 

experimental comparison. The comparison algorithms are 

PMLR, Stacking-PMLR, ChooseBest, S01F, S3L and S1D. 

The input features of the PMLR’s meta-level classifiers in 

the Stacking algorithm are the class probabilities 

distributions and the learning algorithms of the meta-level 

used multi-response linear regression (MLR). The 

Stacking-PMLR algorithm is the improved Stacking 

algorithm in the paper. ChooseBest follows the next key 

points. The best algorithm selected from the base learning 

algorithms RF, XGBoost and GBDT, we selected the 

XGBoost. S01F represents an algorithm that removes the 

original features attributes from the input features of 1-level 

and 2-level in Stacking-PMLR. S3L lies in an algorithm 

that added the same hierarchy as 1-level to the 

Stacking-PMLR algorithm. S1D represents an algorithm 

that removed the 1-level from the Stacking-PMLR 

algorithm. 

The experiments used 10-fold cross-validation methods 

10 times to evaluate the performance of each algorithm. The 

random seeds used for each cross-validation are different. 

The final experimental results are averaged over 10 

experimental results. 

In the meantime, the base classifiers used in the six 

comparison algorithms are all the same. In order to evaluate 

the performance of the six algorithms comprehensively, we 

used the records of win, tie and lose (W\T\L) to measure 

each algorithm. Its meaning is the number of wins, ties

and losses on the corresponding evaluation indicators of 

datasets for an algorithm compared to another algorithm. 

In the part of the experiment, the number of base-level 

learners in the Stacking algorithm is 3 and 5, respectively. 

When we used 3 base classifiers, the number of classifiers 

for 0-level and 1-level in the Stacking-PMLR algorithm and 

S01F algorithm was 3, both of which were 1 RF, 1 GBDT 

and 1 XGBoost. S1D and PMLR algorithm used 6 

base-level classifiers, which were 2 RF, 2 GBDT and 2 

XGBoost. When we used 5 base classifiers, the number of 

classifiers for 0-level and 1-level in the Stacking-PMLR 

and S01F algorithm was 5, both of which were 2 RF, 2 

GBDT and 1 XGBoost. S1D and PMLR algorithms used 6 

base-level classifiers, which were 4 RF, 4 GBDT and 2 

XGBoost. 

iii. Results and analysis 

In this section, we firstly analyze the W\T\L records of 

each algorithm. The results are shown as Table Ⅲ and 

Table Ⅳ.  

It can be seen from the data in Table Ⅲ and Table Ⅳ that 

although the number of base-level classifiers of each 

ensemble algorithm is different, their experimental data 

shows the commonality. 

 
TABLEⅠ   

FEATURE SELECT RESULTS 
Feature 

ID 

Feature 

Name 

Value Of Gini 

Impurity Decrease 

1 grade 0.5927 

2 nchapters 0.5573 

3 ndays_act 0.4721 

4 nevents 0.3917 

5 nplay_video 0.2951 

6 LoE_DI 0.2359 

7 nforum_posts 0.1524 

8 YoB 0.0653 

9 gender 0.0284 

10 final_cc_cname_DI 0.0057 

11 start_time_DI 0.0031 

12 last_event_DI 0.0026 

13 userid_DI 0.0013 

14 course_id 0.0009 

15 roles 0.0002 

16 incomplete_flag 0.0002 

 
TABLE Ⅱ   

DATASET INFORMATION 

Name of the 

dataset 
Number of features Number of classes Number of data Class distribution 

transfusion 4 2 748 (177,571) 

ionosphere 34 2 351 (225,126) 

ecoli 7 8 336 (2,2,5,20,35,52,77,143) 

arrhythmia 279 13 452 (2,3,4,5,9,13,15,15,22,25,44,50,245) 

beast 9 2 699 (241,458) 

pageblocks 10 5 5473 (28,88,115,329,4913) 

wine 13 3 178 (48,59,71) 

semeion 249 2 1593 (158,1435) 

autompg 7 3 398 (70,79,249) 

glass 9 6 214 (9,13,17,29,70,76) 

pendigits 16 10 7493 (719,719,719,719,720,778,779,,780,780,780) 

contraceptive 9 3 1473 (333,511,629) 

iris 4 3 150 (50,50,50) 

seedsdataset 7 3 210 (70,70,70) 

segment 18 7 2310 (330,330,330,330,330,330,330) 
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Compared with ChooseBest, S01F, S3L and S1D, the 

PMLR algorithm wins significantly more datasets, which 

indicates that the PMLR algorithm performs better than the 

above four algorithms. And the W\T\L records of the 

improved Stacking algorithm (Stacking-PMLR) in the 

paper shows that the overall performance of the 

Stacking-PMLR is better than that of the other 5 algorithms 

in 15 UCI datasets. At the same time, W\T\L records 9\0\6 

and 9\1\5 of the Stacking-PMLR algorithm and the PMLR 

algorithm in the two tables mentioned above shows that the 

Stacking-PMLR algorithm performs better. According to 

the records of the Stacking-PMLR algorithm and the S1D 

algorithm in the two tables, 11\0\4 and 10\1\4, we can see 

the importance of improving the algorithm's hierarchical 

structure, which has a great impact on the improvement of 

classification accuracy. In addition, on the basis of the 

records 13\1\1 and 14\0\1 of the Stacking-PMLR algorithm 

and the S01F algorithm, it can be found that it is necessary 

to add the original features attributes to the input features of 

the 1-level and 2-level. Meanwhile, when we evaluate the 

performance of the Stacking-PMLR algorithm, we need to 

compare it with ChooseBest, the best classifier that 

composes it.  

It can be seen from the above two tables that the 

comparison records of the two algorithms are 10\1\4 and 

15\0\0. It can be concluded from these data that the 

ensemble algorithms are correct. The six algorithms are 

compared in detail using various performance evaluation 

indicators such as accuracy, precision and F1. The specific 

experimental data are shown in Table Ⅴ, Table Ⅵ and 

Table Ⅶ, respectively. 

It can be clearly seen from the accuracy in Table Ⅴ that 

the Stacking-PMLR algorithm is more than 1% higher than 

the MLR algorithm in all 5 datasets, less accurate than the 

PMLR algorithm in the 2 datasets and similar in the 8 

datasets. 

TABLE Ⅲ   

W\T\L RECORD ON ACCURACY WHEN USED 3 BASE CLASSIFIERS 

Algorithm 
Algorithm           PMLR ChooseBest S01F S3L S1D Stacking-PMLR 

PMLR - 8\1\6 12\0\3 13\0\2 12\0\3 6\0\9 

ChooseBest 8\1\6 - 12\0\3 13\0\2 9\0\6 4\1\10 

S01F 3\0\12 3\0\12 - 12\0\3 5\0\10 1\1\13 

S3L 2\0\13 2\0\13 3\0\12 - 3\0\12 1\0\14 

S1D 3\0\12 6\0\9 10\0\5 12\0\3 - 4\0\11 

Stacking-PMLR 9\0\6 10\1\4 13\1\1 14\0\1 11\0\4 - 

 

TABLE Ⅳ   

W\T\L RECORD ON ACCURACY WHEN USED 5 BASE CLASSIFIERS 

Algorithm 
Algorithm PMLR ChooseBest S01F S3L S1D Stacking-PMLR 

PMLR - 9\0\6 12\0\3 12\0\1 11\1\3 5\1\9 

ChooseBest 6\0\9 - 10\0\5 14\0\1 6\0\9 0\0\15 

S01F 3\0\12 5\0\10 - 12\0\3 8\0\7 1\0\14 

S3L 1\0\12 1\0\14 3\0\12 - 1\0\14 0\0\15 

S1D 3\1\11 9\0\6 7\0\8 14\0\1 - 4\1\10 

Stacking-PMLR 9\1\5 15\0\0 14\0\1 15\0\0 10\1\4 - 

 

TABLE Ⅴ   

ACCURACY (%) COMPARISON OF ENSEMBLE ALGORITHMS USING 5 BASE CLASSIFIERS 

Algorithm 
Dataset 

ChooseBest PMLR S3L S1D S01F Stacking-PMLR Average 

transfusion 78.3 81.56 59.52 81.38 81.06 81.24 76.36 

ionosphere 92.2 92.54 85.53 89.78 91.8 92.7 90.37 

ecoli 83.05 85.04 68.65 84.54 80.79 83.92 80.41 

arrhythmia 75.78 74.99 70.02 71.46 74.8 77.55 73.41 

beast 95.49 94.62 93.07 95.5 96.01 96.34 94.94 

pageblocks 83.69 82.65 72.15 81.41 80.72 85.36 80.12 

wine 96.61 98.36 96.16 98.36 98.2 98.36 97.54 

semeion 96.11 94.85 96.37 94.73 95.58 96.67 95.53 

autompg 96.92 96.78 74.85 96.67 96.7 96.94 92.38 

glass 65.7 68.2 52.58 55.46 64.01 69.44 61.19 

pendigits 98.41 98.99 96.79 98.57 98.35 98.58 98.22 

contraceptive 61.43 63.2 58.32 63.47 57.42 62.66 60.77 

iris 93.5 94.83 91.5 94.17 94.5 93.71 93.70 

seeds_dataset 91.66 92.83 90.45 92.2 90.93 93.15 91.61 

segment 96.56 96.34 95.47 96.64 97.21 97.25 96.44 
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The Stacking-PMLR algorithm has lower accuracy than 

PMLR on both the contraceptive and the pendigits datasets, 

which are 0.44% and 0.41% lower respectively. The other 

datasets are higher than PMLR. Meanwhile, the comparison 

of the accuracy in Table Ⅳ shows that the improved 

Stacking algorithm performs better on the unbalanced 

datasets than the Stacking algorithm before the 

improvement. The Stacking-PMLR algorithm is more than 

1% higher than the PMLR algorithm in the 4 datasets in 

Table Ⅵ. At the same time, their precision is similar in the 

5 datasets. In these datasets, only the wine dataset is equal, 

and in the remaining datasets, the Stacking-PMLR 

algorithm is higher. 

In terms of 1F , the Stacking-PMLR algorithm performs 

better than the SMLR algorithm in the 7 datasets, all of 

which are at least 1% higher than the PMLR algorithm. 

Moreover, the Stacking-PMLR algorithm is slightly worse 

than the PMLR in the 2 datasets. The performance of the 

other datasets is equivalent. The 1F of the Stacking-PMLR 

algorithm in the transfusion dataset is 10.06% higher than 

the PMLR. It increased by 6.91% in the arrhythmia dataset 

and 6.50% in the semeion dataset. The data in these datasets 

belong to unbalanced data. The column "average" is the 

average of the other five algorithms compared on accuracy, 

precision and F1, respectively. The improved algorithm is 

higher than the average value of the other five algorithms in 

accuracy, precision and F1 evaluation indicators 

respectively. Meanwhile, the improved Stacking-PMLR 

algorithm has the most number of evaluation indicators in 

15 datasets.

TABLE Ⅵ   

PRECISION (%) COMPARISON OF ENSEMBLE ALGORITHMS USING 5 BASE CLASSIFIERS 

Algorithm 
Dataset 

ChooseBest PMLR S3L S1D S01F Stacking-PMLR Average 

transfusion 45.67 61.86 63.08 72.92 42.7 56.64 57.25 

ionosphere 92.62 93.15 85.28 92.99 91.4 92.96 91.09 

ecoli 61.89 63.67 52.59 61.06 57.02 62.63 59.25 

arrhythmia 73.36 69.13 64.69 64.15 62.67 76.45 66.80 

beast 96.57 95.74 92.81 97.39 95.49 98.26 95.60 

pageblocks 80.04 77.25 66.56 74.86 73.98 80.36 74.54 

wine 97.34 98.44 96.27 98.44 98.43 98.44 97.78 

semeion 96.7 97.3 95.8 97.46 96.48 97.37 96.75 

autompg 88.09 87.25 63.94 87.7 88.5 86.15 83.10 

glass 43.39 43.46 41.39 26.64 32.49 39.91 37.47 

pendigits 97.89 99.1 97.04 98.67 98.46 98.69 98.23 

contraceptive 59.23 61.3 57.68 63.31 53.6 61.34 59.02 

iris 93.86 94.91 93.56 91.9 94.99 96.56 93.84 

seeds_dataset 92.46 92.93 91.6 91.66 91.88 93.25 92.11 

segment 96.7 97.3 95.8 97.46 96.48 97.37 96.75 

 

TABLE Ⅶ 

 1F (%) COMPARISON OF ENSEMBLE ALGORITHMS USING 5 BASE CLASSIFIERS 

Algorithm 
Dataset 

ChooseBest PMLR S3L S1D S01F Stacking-PMLR Average 

transfusion 35.2 35.9 57.95 55.48 47.94 45.96 46.494 

ionosphere 91.48 91.89 84.93 93.77 91.3 92.17 90.674 

ecoli 59.92 62.14 59.82 60.84 60.62 61.39 60.668 

arrhythmia 71.24 66.37 62.4 60.93 71.81 73.28 66.55 

beast 96.64 96 93 96.61 95.88 97.26 95.626 

pageblocks 75.72 75.97 76.51 73.93 75.95 79.44 75.616 

wine 97.5 98.6 96.42 98.6 98.59 98.6 97.942 

semeion 79.15 76.62 86.9 86.55 86.69 83.12 83.182 

autompg 85.34 83.25 64.25 82.21 81.69 85.75 79.348 

glass 36.66 36.81 40.15 26.8 28.14 36.03 33.712 

pendigits 97.8 99.2 97.13 98.77 98.56 98.79 98.292 

contraceptive 59.02 60.11 57.17 63.05 45.51 60.65 56.972 

iris 92.98 95.01 91.45 89.46 93.64 96.35 92.508 

seeds_dataset 92.56 93.03 90.48 91.76 91.09 93.35 91.784 

segment 96.74 96.71 95.64 97.54 96.54 97.45 96.634 
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According to the experimental data of the three 

evaluation indicators, it can be found that if the improved 

Stacking algorithm removes the original feature 

attributes of the input data in 1-level and 2-level, the 

classification performance will be reduced as a whole. 

When the 1-level of the Stacking-PMLR algorithm is 

removed, the classification performance degrades over 

multiple datasets. If another base classifier level is added 

to the Stacking-PMLR algorithm, the classification 

performance will decrease in general. Meanwhile, the 

classification performance of the Stacking-PMLR 

algorithm is better than the PMLR algorithm and the 

XGBoost algorithm. Furthermore, the Stacking-PMLR 

algorithm performs better on unbalanced data. 

C. Experiment design and results analysis of the 

Stacking-PMLR based on edX dataset 

i. edX dataset 

In this section, we selected 13 features in the edX 

dataset by feature selection algorithm to verify the 

performance of the Stacking-PMLR, PMLR, XGBoost, 

RF and GBDT. The improved Stacking-PMLR algorithm 

is used to predict classes of learners in the edX online 

learning behavior dataset, thereby providing scientific 

basis for the online learning platform to formulate 

different types of teaching strategies. The original 

features of the edX dataset are shown in Table Ⅷ. 
 

TABLE Ⅷ 
ORIGINAL FEATURES OF THE edX DATASET 

Explain 
Feature 

Type of data Description of the feature 

course_id string course and semester 
userid_DI string user ID 
registered numeric whether the user is 

registered 
viewed numeric only access after 

registration 
explored numeric whether the course study 

exceeds 50% 
certified numeric whether the user gets a 

certificate 
final_cc_cname_DI string nationality of user 
LoE_DI string educational level of users 
YoB numeric user's birth year 
gender string user's gender 
grade numeric final course grade 
start_time_DI string user's course registration 

date 
last_event_DI string the date of the user's last 

interaction 
nevents numeric number of interactive 

learning 
ndays_act numeric days of interactive learning 
nplay_video numeric video learning times 
nchapters numeric number of chapters learned 
nforum_posts numeric number of posts in the 

forum 
roles numeric learner’s role 
incomplete_flag numeric whether the data is 

consistent 

ii. Experiment setups 

The improved Stacking algorithm adopts XGBoost, RF 

and GBDT algorithm as the base classification algorithms 

of 0-level and 1-level. At the same time, 3 and 5 base 

classifiers are used in the base classifier level for 

experimental verification. When 3 base classifiers are used, 

the 2 base classifiers levels of the Stacking-PMLR 

algorithm have 1 RF, 1 GBDT and 1 XGBoost, respectively. 

Moreover, PMLR uses 6 base classifiers, which are 2 RF, 2 

GBDT and 2 XGBoost. The Stacking-PMLR algorithm 

uses 600 decision trees in order to compare the XGBoost, 

RF and GBDT algorithm. When 5 base classifiers are used, 

the 2 base classifiers levels of the Stacking-PMLR 

algorithm have 2 RF, 2 GBDT and 1 XGBoost, respectively. 

In addition, PMLR uses 10 base classifiers, which are 4 RF, 

4 GBDT and 2 XGBoost. The Stacking-PMLR algorithm 

uses 1000 decision trees in order to compare the XGBoost, 

RF and GBDT algorithm. Furthermore, the base classifiers 

use 100 decision trees in the above two ensemble 

algorithms. 

iii. Results and analysis 

In this section, we use accuracy, precision and F1 for 

comparison. The results and the specific comparative 

analysis are shown in Table Ⅸ, Table Ⅹ and Fig.2 - Fig.4. 

 
TABLE Ⅸ 

COMPARISON DATA OF 3 ALGORITHMS 

Indicators 

Algorithm 
Accuracy (%) Precision (%) 1F (%) 

RF 90.42 91.37 90.96 

PMLR 91.84 91.82 91.75 

XGBoost 92.58 92.41 92.33 

GBDT 91.73 90.94 90.66 

Stacking-PMLR 93.88 94.26 93.29 

 
TABLE Ⅹ 

COMPARISON DATA OF 5 ALGORITHMS 

Indicators 

Algorithm 
Accuracy (%) Precision (%) 1F (%) 

RF 92.35 92.77 91.63 

PMLR 93.17 93.78 93.13 

XGBoost 94.25 93.96 93.65 

GBDT 92.57 92.14 92.07 

Stacking-PMLR 95.63 95.89 95.1 

According to the analysis of the evaluation indicators in 

Table Ⅸ, it can be known that the Stacking-PMLR 

algorithm used three base classifiers at the base classifier 

level has great performance in three metrics of accuracy, 

precision and F1. And compared with the best performing 

PMLR algorithm and XGBoost algorithm among the other 

four algorithms, the Stacking-PMLR algorithm improves 

2.04% and 1.3% in accuracy. It increases 2.44% and 1.85% 

in precision and increases 1.54% and 0.96% in F1, 

respectively. 

From the analysis of accuracy, precision and 1F  in Table 

Ⅹ, it can be found that the Stacking-PMLR algorithm used 

5 base classifiers at the 2 base classifier levels compared 

with the RF, GBDT, XGBoost and the PMLR algorithm. It 

has significant advantages in three metrics. And compared 

with the best performing PMLR algorithm and XGBoost 

algorithm among the other four algorithms, the 

Stacking-PMLR algorithm improves 2.46% and 1.38% in 

accuracy, respectively. It increases 2.11% and 1.93% in 

precision, respectively. In addition, the 1F  increases 

1.97% and 1.45%, respectively. The comparative analysis 

of the experimental data can prove the actual availability of 

the improved Stacking algorithm in the edX dataset. The 
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performance of the improved the Stacking-PMLR algorithm 

is verified by data comparison again. It proves the 

correctness of the improved algorithm in the paper.  

We use different numbers of base classifiers in more 

detail and intuitively in order to compare the performance 

of ensemble algorithms. We compare different levels of 

accuracy, precision and 1F evaluation indicators in the five 

ensemble algorithms. The specific comparative analysis is 

shown in Fig.2 - Fig.4. 

 

 
Fig.2. Accuracy (%) comparison 

 

 
Fig.3. Precision (%) comparison 

 

 
Fig.4. F1 (%) comparison 

The comparison of the three figures’ experimental data 

shows that the Stacking-PMLR algorithm with 5 base 

classifiers has significant improvement in accuracy, 

precision and 1F  than the Stacking-PMLR algorithm with 

3 base classifiers. Moreover, it can be found that the 

Stacking-PMLR algorithm using 3 base classifiers is more 

similar to the PMLR algorithm using 10 base classifiers and 

the XGBoost algorithm with 1000 decision trees in terms of 

accuracy, precision and 1F . There has no significant 

advantage. Therefore, the performance advantage of the 

Stacking-PMLR algorithm using 5 base classifiers in the 

edX dataset and the practical availability of the improved 

algorithm are proved. 

V. CONCLUSION 

The paper is corresponding improvements to the Stacking 

algorithm, including aspects such as feature selection, 

hierarchical structure, features of input data and combining 

strategies. The first is to apply the feature selection 

algorithm (Mean Decrease Impurity Algorithm Based on 

Random Forest) to select the optimal feature subset of edX 

dataset. The second is the hierarchical structure of the 

Stacking algorithm. A base-learner level is added to the 

two-level structure commonly used to reduce the noise 

contained in the output data of the first base-learner level. 

The following is to use the class probability distribution as 

the output of each level and add the original features to the 

input features of the second base-learner level and the 

meta-learner level. Finally, at the meta-learner level, 

Multi-response Linear Regression is used to learn the input 

data of the base-learner level to predict the class of sample 

data. The final class prediction is made by the voting 

method. By comparing with the PMLR algorithm, the 

necessity and correctness of the improved Stacking 

algorithm are verified. Meanwhile, the original features in 

15 different types of UCI data sets and the algorithm with 

the best performance in the basic learning algorithm are 

compared with the improved algorithm. The advantages of 

the improved algorithm are verified. Finally, we use the 

feature selection algorithm and the improved Stacking 

algorithm to verify their actual effectiveness in the edX 

dataset. 

The following research work of the paper needs to 

optimize the number and combination of different 

classifiers at various levels in the improved Stacking 

algorithm to maximize its performance. The data mining 

analysis method used in the paper is relatively simple. 

Therefore, more data mining analysis methods will be 

studied to build an efficient learning behavior data analysis 

model in future. In order to protect learners' privacy 

information, the dataset adopted in the paper is the dataset 

after data processing. Therefore, the number of datasets is 

reduced compared with the original datasets. The statistics 

of some datasets will be slightly affected. 
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