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Kinematically-Driven Multibody Mechanical
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Carmine Maria Pappalardo, Domenico Guida

Abstract—In this investigation, a method for solving the
dynamics and control problems of multibody mechanical sys-
tems whose time evolution is induced by a kinematically-driven
motion is presented. In particular, the motion of a double
inverted pendulum is employed as a demonstrative example
of the computational procedure developed in this work and
the interaction between the pantograph and the catenary is
considered as a case study. To this end, the dynamic analysis and
the design of a control system are performed. The multibody
approach is used for deriving a mechanical model of the double
inverted pendulum as well as of the pantograph mechanism. The
multibody mechanical model developed in this work is aimed at
improving the interaction force between the catenary and the
pantograph. The mathematical method devised in this work
for constructing multibody models of constrained mechanical
systems makes use of a recursive Lagrangian approach. The
Lagrangian formulation used in this paper allows for effectively
handling the redundancy of the generalized coordinates and
leads to a straightforward determination of the nonlinear
reaction force fields arising from the presence of the mechan-
ical joints. While the pantograph mechanism is schematized
as a multibody mechanism having a geometrically nonlinear
structure, the interaction force between the pan-head and the
suspended line is modeled in a simplified manner considering
a linear elastic element. On the other hand, a force actuator
is applied between the upper arm and the pan-head of the
pantograph mechanism for controlling the coupled dynamics
of the pantagraph system and the catenary cable. The control
system is devised with a twofold objective, namely to attenuate
the interaction forces generated by the pantograph/catenary
contact and to reduce the nonlinear oscillations of the closed-
loop mechanism. An optimal law for the control action is
obtained by employing a numerical algorithm based on the
adjoint method. The numerical results found by means of
numerical experiments demonstrate the efficacy of the recursive
Lagrangian approach proposed in this work.

Index Terms—Recursive Lagrangian formulation, Multibody
system dynamics, Kinematically-driven mechanical systems,
Nonlinear optimal control, Double inverted pendulum, Panto-
graph mechanism.

I. INTRODUCTION

This investigation is focused on the dynamic modeling
of kinematically-driven multibody mechanical systems in
order to be able to design nonlinear controllers for the
contact forces generated between the pantograph and the
catenary. To this end, the analytical methodology developed
in this paper is first applied to the dynamic analysis of a
double inverted pendulum used as a demonstrative example.
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Subsequently, an open-loop control architecture is considered
and a rigid multibody model of the pantograph mechanism
is employed for the synthesis of a control law developed
using the optimal control theory. In this introductive section,
background information, the significance of this research
work, the synopsis of the issues addressed in this paper, a
brief literature review, the contributions and the scope of
this investigation, and the organization of the manuscript are
presented.

A. Background Information and Significance of the Research

In recent years, computer simulations of mechanical sys-
tems have become pervasive in all engineering fields. Dy-
namic simulations allow for performing complex numerical
experiments with a relatively simple mathematical model of a
dynamical system for gaining insights into the system proper-
ties that are of interest to a particular engineering application
[1]-[3]. To this end, the virtual prototyping of complex
mechanical systems based on computer simulations leads to
a low-cost estimation of the approximate dynamic behavior
of alternative concepts based on simple mathematical models
[4]-[6]. By doing so, the engineering design process based
on computer simulations allows for the optimization of the
performance of the final design. Furthermore, once that a
mathematical model of a physical system has been verified
experimentally, validated dynamic simulations can also be
used for monitoring, diagnostics, and failure prediction of
real prototypes [7]-[9]. For example, computer simulations
based on the analytical approach developed for multibody
mechanical systems represent an important tool for the
transient analysis of vehicle systems, structural elements,
aerospace applications, robots, and biomechanical devices
[10]-[12].

B. Formulation of the Problem of Interest

The pantograph/catenary system is the main energy collec-
tion mechanism used in railway applications. The stability of
this current collection system is particularly important when
the electrical trains move at a high velocity [13]-[15]. In this
dynamic problem, the contact force between the pantograph
and the catenary is one of the most important factors that
determine the correct operational state of electric trains. Con-
sequently, the magnitude and the variation of the nonlinear
force generated by the interaction between these mechanical
components must be carefully regulated taking into account
the dynamic behavior of this complex mechanical system.
Furthermore, the fluctuation of the interaction force must be
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properly predicted and controlled without affecting its aver-
age value in order to avoid the deterioration of the suspended
infrastructure or a possible loss of power of traction due
to the lack of contact. A viable solution for this issue is
the application of a control actuator between the pantograph
upper arm and the pan-head [16], [17]. This design solution
has a significant potential for improving the performance of
the quality of the contact of the mechanical components
subjected to continuous wear. For example, an open-loop
control policy and/or a state feedback control strategy could
be used to design an appropriate control system [18]-[20].
Therefore, this solution is explored in this investigation. From
a computational viewpoint, a pantograph/catenary model can
be obtained using a multibody approach. In the literature,
one can find various different studies focused on several
practical issues related to the pantograph mechanism and
the suspended electrical line. In many cases, the dynamics,
control, and identification methods used in conjunction with
the approach that is of interest for this research work are em-
ployed [21]-[24]. This fact is an indication of the importance
of the issue addressed in this paper. On the other hand, as
discussed in detail throughout the manuscript, an analytical
strategy based on a recursive Lagrangian approach is adopted
in this investigation for modeling the pantograph/catenary
system considering an augmented formulation [25]-[27].

C. Literature Review

Multibody dynamics is an interdisciplinary field of re-
search concentrated on the analysis and the synthesis of the
motion of mechanical systems constrained by kinematic pairs
[28], [29]. From a general perspective, multibody systems
are mechanical systems composed of fundamental objects
such as rigid bodies, flexible bodies, kinematic joints, force
fields, force elements, control actuators, and motion sensors
[30], [31]. Several examples of machines and mechanisms
modeled as multibody systems are present in the literature
[32]. The complex time evolution of a multibody system is
governed by differential-algebraic equations (DAEs) associ-
ated with the system motion that are capable of capturing the
inherent nonlinear dynamic nature of this class of dynamical
systems [33], [34]. Therefore, appropriate dynamic solution
procedures are necessary for obtaining reliable computer
simulations of the dynamics of interest described by robust,
stable, and consistent results. As mentioned before, rigid
multibody systems are constituted of mechanical components
interconnected between each other. An important aspect that
characterizes the motion of rigid multibody systems is the
presence of high nonlinearities which represent an intrinsic
property of the system geometry [35]. This challenging issue
is addressed in this study employing the combination of
the augmented formulation for computing the generalized
acceleration vector of the multibody equations of motion
with the adjoint approach for the optimal determination of
appropriate nonlinear control laws.

The dynamic study of the transient and steady-state behav-
ior of the pantograph mechanism represents an important is-
sue of modern mechanical engineering. In the literature, there
are different research works focused on multiple engineering
problems related to the pantograph/catenary system. Song et
al. employed a nonlinear finite element procedure and the

sliding mode control strategy for modeling and controlling
the pantograph/catenary interaction under a stochastic wind
field [36], [37]. Ko et al. devised a robust feedback controller
for the pantograph/catenary system based on a linear optimal
control algorithm and a sliding mode observer [38]. Zhang
et al. used the numerical methods of computational fluid
dynamics for evaluating the aerodynamic performances of
high-speed trains considering the pantograph fixed in differ-
ent configurations [39]. Li et al. analyzed the scenario in
which the train passes through a gallery and analyzed the
influence of the velocity of the train on the aerodynamic
forces exerted on the pantograph structure as well as on
the resulting interaction with the catenary [40]. Navik et
al. investigated possible solutions for the assessment of the
transient behavior of the railway catenary system based
on sampled measurements using the modal analysis [41],
[42]. Schirrer et al. set up a test rig for the pantograph
mechanism with an accurate emulation of the catenary sys-
tem that allows for performing several test campaigns and
implemented an advanced impedance control for matching
the desired dynamic behavior of the catenary wire [43], [44].
Zhang et al. employed a hybrid simulation procedure for the
static and dynamic modeling of the pantograph mechanism
and the catenary system introducing a mixed theoretical-
experimental technique [45], [46]. Daocharoenporn et al.
employed computational multibody system algorithms for
developing detailed railroad vehicle models to estimate the
wear resulting from the pantograph/catenary dynamic inter-
action [47]. Lu et al. proposed two estimator-based H-infinite
control strategies to decrease the contact force fluctuation
of the pantograph/catenary system considering the actuator
time delay [48]. Vesali et al. studied the quality contact
between the pantograph and the catenary system and pro-
posed a method for increasing the velocity of electric trains
[49]. Zdziebko et al. investigated the use of active control
strategies applied to a railway pantograph in order to improve
contact quality in the pantograph/catenary interface [50]. The
abundant number of investigations concentrated on the study
of the coupled behavior of the pantograph mechanism and
the catenary system is an indication of the importance of the
problem addressed in this paper [51], [52].

D. Scope and Contributions

In this work, two kinematically-driven multibody mechani-
cal systems are analyzed, namely a double inverted pendulum
system and a pantograph/catenary system. The former system
is used in the paper as a demonstrative example, while the
latter system represents the main object of this investiga-
tion. In particular, the set of nonlinear DAEs that model
the pantograph/catenary system is obtained considering a
multibody approach which includes the constraint equations
representing the closed-chain structure of the pantograph
mechanism. Subsequently, a nonlinear control law based
on a feedforward architecture is derived for improving the
quality of the contact between the pantograph mechanism
and the suspended catenary. To this end, a method relying on
an adjoint-based computational approach is employed. The
adjoint-based method used in the paper performs an iterative
optimization of the open-loop control action generated by
the nonlinear dynamic behavior of the pantograph/catenary
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system. In order to prove the efficacy of the approach
devised in the paper, a nonlinear dynamic analysis is carried
out. Numerical experiments demonstrate that the application
of the optimal controller devised in the paper by using
the adjoint approach can considerably improve the contact
performance.

The multibody modeling approach employed in the paper
mathematically represents the pantograph as a closed-chain
planar linkage having the same kinematic structure of a four-
bar mechanism composed only of rigid bodies. A nonlinear
pneumatic actuator is considered for modeling the lifting
force exerted on the pantograph mechanism. The pneumatic
actuator is modeled as a lumped parameter component char-
acterized by a nonlinear elastic element combined with a
linear damping element. In a similar manner, the pantograph
suspension system is schematized considering linear elastic
and viscous elements. The nonlinear contact force resulting
from the interaction between the pantograph mechanism and
the suspended catenary cable is modeled as elastic support
which excites the pantograph pan-head with a prescribed mo-
tion law. The external motion of the moving support models
the dynamic interaction between the pantograph pan-head
and the catenary cable considering the superposition of two
harmonic functions representing respectively the geometry
of the span of the suspended line and the effect of the
distance between the droppers that connects the suspended
cables. The nonlinear influence of both these dynamic effects
is considered in the transient analysis of the pantograph
mechanism.

In this paper, the dynamic model of the double in-
verted pendulum is derived by using a recursive La-
grangian approach, while the dynamic equations of the
pantograph/catenary system are first obtained without con-
sidering the constraint equations arising from the closed-
chain topology of this multibody mechanism. Subsequently,
the closed-loop constraint equations associated with the
kinematic structure of the multibody system at hand are
enforced using a multibody technique based on the aug-
mented formulation. This method relies on the Lagrangian
formulation approach to analytical dynamics. In particular,
the augmented formulation approach is constructed using
a set of redundant generalized coordinates. Furthermore,
this method allows for computing the generalized constraint
forces of a general multibody mechanical system having a
three-dimensional configuration restricted by kinematic pairs.
On the other hand, a controlled force based on a pure feed-
forward control scheme is used in the paper for ameliorating
the contact performance. The nonlinear open-loop control
force is designed using a general iterative procedure based
on the adjoint method. The adjoint method is a computational
method that allows for solving in an effective and efficient
way complex nonlinear optimization problems such as the
differential-algebraic two-point boundary value problem that
originates from the application of the optimal control theory
to nonlinear dynamical systems. The adjoint-based compu-
tational procedure carries out an iterative optimization of
the control actions for nonlinear dynamical systems. The
numerical algorithm based on the adjoint method combines
a nonlinear conjugate gradient procedure with a numerical
strategy for effectively evaluating the gradient of the cost
functional. The computational steps of the control optimiza-

tion scheme associated with the adjoint method are reported
in the paper.

In this investigation, a nonlinear controller based on a
feedforward architecture and acting between the pantograph
mechanism and the catenary system is developed. The goal
of the control law is twofold, namely to attenuate the
mechanical oscillations of the pantograph mechanism and,
at the same time, to reduce the attrition of the pantograph
components. Several dynamical simulations are performed
in the paper in order to demonstrate that the optimal control
action computed employing the adjoint method significantly
improves the contact performance of the pantograph multi-
body system and the suspended catenary cable.

E. Paper Organization

This paper is written considering the following structure.
In Section II, the differential-algebraic equations of motion
of a general multibody system are recalled and the adjoint
method for the optimal design of nonlinear control laws
is discussed. In Section III, the dynamic analysis of a
kinematically-driven double inverted pendulum is presented
and is used as a demonstrative example of the computa-
tional approach developed in the paper. In Section IV, the
key features of the pantograph mechanism that represents
the case study of interest for this work are described and
the numerical results found using the recursive multibody
approach employed in the paper are illustrated. In Section
V, a summary of the manuscript and the conclusions found
in this work are provided.

II. ANALYTICAL METHODS AND COMPUTATIONAL
ALGORITHMS

In this section, the formulation of the equations of motion
in the standard descriptor form of a general multibody system
and the adjoint method for optimal control are discussed.
To this end, the mathematical background for the kinematic,
dynamic, and control analysis of multibody mechanical sys-
tems formed by rigid components is briefly recalled. The
principal equations necessary for modeling rigid multibody
mechanical systems in a two-dimensional space are described
considering an analytical formulation approach based on
the planar Reference Point Coordinate Formulation (RPCF)
with Euler Angles (EA) [53]. In particular, a new analytical
formulation for the derivation of the equations of motion of
kinematically-driven mechanical systems is proposed in this
section. Subsequently, the fundamental aspects necessary for
implementing the optimization of nonlinear control actions
are provided for the benefit of the reader that may be unfa-
miliar with the theory of nonlinear optimal control. Finally,
a new computational procedure based on the adjoint method
suitable for solving the resulting differential-algebraic two-
point boundary value problem associated with the optimal
determination of nonlinear control laws is described herein.

A. Equations of Motion of Kinematically-Driven Rigid
Multibody Systems

In this subsection, the differential-algebraic dynamic equa-
tions of a general multibody system are presented. Thereafter,
the mathematical background necessary for the kinematic
description and the dynamic analysis of multibody systems
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composed only of rigid bodies is discussed. For this purpose,
the differential-algebraic dynamic equations of rigid multi-
body systems are formally derived employing the Lagrange
equations of the first kind, which represents one of the funda-
mental principles of classical mechanics, in conjunction with
the Lagrange multipliers technique [54], [55]. The resulting
set of equations of motion forms a highly nonlinear system
of Differential-Algebraic Equations (DAEs) and requires the
use of numerical techniques for obtaining an approximate
solution.

The study of the kinematics of a multibody system
constituted by rigid bodies in two-dimensional or three-
dimensional spaces represents a crucial aspect for the correct
development of the differential-algebraic equations of motion
[56]. In particular, a fundamental aspect of the kinematic
analysis of a rigid multibody system is represented by the
understanding of the motion of the different bodies and com-
ponents that form the system itself [57]. When the multibody
system of interest consists only of rigid components, the
kinematics of a body belonging to the system is completely
described by the kinematics of a frame coordinate system
which is rigidly connected to a point of the rigid body. This
frame of reference is formed by three orthogonal axes and
it is referred to as the floating frame of reference system.
Therefore, the local position of a particle on a body of the
rigid system under consideration can be described by means
of the fixed components along the axes of this moving co-
ordinates system. In particular, Chasles’ theorem of classical
mechanics states that, in general, the displacement of a frame
of reference collocated on a rigid body can be described
by the combination of a translation and a rotation about
an instantaneous axis of rotation. Hence, it is of paramount
importance to understand the mathematical description of the
rotation in the space to properly describe the general motion
of a rigid multibody system. The basic mathematical equation
that serves to this purpose is called the fundamental formula
of rigid kinematics and is given by:

r,(P) =R+ Au(P) =R+ u(P) (1)

where r,(P) denotes the global position of the material point
P attached to the rigid body, R = r;,(O) identifies the global
position of the origin O of the reference frame collocated
on the rigid body, @(P) represents the local position of the
material point P, and A is the rotation matrix that transforms
vector quantities defined in the body-fixed reference system,
like the local position vector @(P), into the equivalent vector
quantities defined in the global frame of reference, like the
global position vector u(P) = Au(P). The fundamental
equations of rigid kinematics allow for defining the position
field of the rigid body using a set of translational and
rotational generalized coordinates that appear in the position
vector R and in the rotation matrix A. Starting from the
position field r,(P), which is defined in a two-dimensional
space or in a three-dimensional space, one can directly obtain
the velocity field v, (P) = #,(P) and the acceleration field
ay(P) = vp(P) = £4(P) of the rigid body by computing
the first and second time derivatives of the position field as

follows:

ay(P) = vp(P) = 1p(P) (2)

=R+& xu(P)+wx [wxu(P)

where t represents the time independent variable, w is the
angular velocity vector of the rigid body, while R =dR /dt,
R = dR/dt = d®R/dt?, and & = dw)/dt are respectively
total time derivatives of the body-fixed global position vector
and of the angular velocity vector. Furthermore, it can be
easily proved that the velocity and acceleration fields of the
rigid body can be equivalently expressed by using vector
quantities defined in the body-fixed frame of reference as
follows:

vi(P) =R+ A @ x @(P)]
a(P)=R+A [ﬁ xﬁ(P)} 3)

+A{® x [@ x a(P)|}

where @ represents the projection on the local reference
frame of the body angular velocity vector and @ = dw/dt.
This second formulation is mathematically equivalent to the
first formalism but is more convenient to use when one needs
to describe the kinematics of complex mechanisms such as
the double inverted pendulum system and the pantograph
system considered in this research work.

When one wants to obtain the dynamic equations of a
kinematically-driven mechanical system, for example, the
double inverted pendulum that is driven by the motion of
the cart or the pantograph mechanism driven by the motion
of the catenary cable considered in this research work,
the following recursive analytical procedure can be used.
Immediately after the kinematic description discussed before,
the subsequent fundamental step of the dynamic analysis is to
explicitly determine the linear velocity vector and the angular
velocity vector of the frame of reference pertaining to each
rigid body that forms the mechanical system. To this end,
one can write:

R=J4+v, w=Q4+w )
where q denotes the system configuration vector, § = dq/dt
represents the system generalized velocity vector, v and w
are known vector functions of time, while J = 0R/dq and
Q = Ow/0q are Jacobian matrices that are respectively
associated with the linear velocity field and the angular
velocity field of the rigid body. Considering a frame of
reference attached to the center of mass G of the rigid body
under consideration, one can express the total kinetic energy
T of the body as follows:

T= % fv pui (P)dV = %fv pvi (P)vy(P)dV
(5)
=L [, piT(P)iy(P)AV = Ty + Ty + T

where V' is the volume of the rigid body, p identifies the
body mass density, T, denotes the quadratic part of the total
kinetic energy, 7T} represents the linear part of the total kinetic
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energy, and T, identifies the scalar part of the total kinetic
energy which are respectively defined as:

Lo ge Lo 1
T,=54'Mg, Ti=3b'g, T.=gc (6

where M indicates the mass matrix of the rigid body, b is
a multiplicative vector associated with the linear part of the
kinetic energy, and c is an additional scalar term that are
respectively given by:

M=mJTI+Q71:Q, b=2mI"v+20TIow (7)

and
c=mvliv+ WTIGw ()

where m indicates the mass of the rigid body and Ig
corresponds to the body inertia matrix referred to the body-
fixed reference system with origin in the center of mass G.
For the explicit derivation of the dynamic terms that appear in
the equations of motion, it is convenient to use the following
definition of the kinetic energy induced by the kinematically-
driven motion 7},,:
Tn=T+T.= %bT('l-i-%c
9
=mvliJ§+wllszQq+ %mvTV + %WTIGw
At this stage, the Lagrange equations of the first kind can
be invoked and used for computing the vector and matrix
quantities necessary for describing the nonlinear dynamics

of the mechanical system of interest. For this purpose, one
can write:

d ror\T sor\T soc\T
dt(&) (aq> *(aq> A=Q (0

where C is a nonlinear vector of algebraic equations that
model the kinematic joints, A identifies the Lagrange mul-
tiplier vector, and the nonlinear vector Q. contains the
total external generalized forces applied on the mechanical
system. By manipulating the Lagrange equations of the first
kind, one obtains the following analytical forms:

T
Q, = (aTq> - M¢ (11)
dq
and
o, \* d /o1, \"
Qm:(aq) ‘dt<aq> (12

where Q, is the vector that absorbs the inertial terms that
are quadratic in the generalized velocities and Q,, is the
kinematically-driven generalized force vector applied to the
mechanical system.

Employing the Lagrange equations of the first kind as a
primary principle of the analytical dynamics, consider the
following formalism for the differential-algebraic dynamic
equations of a multibody mechanical system formed by rigid
bodies and kinematic pairs:

MEIZQU+QTn+Qe_C£)\
(13)
qu = Qd

where § = dq/dt = d?q/dt? identifies the system gen-
eralized acceleration vector, M corresponds to the system
mass matrix, Q, is the total inertia quadratic velocity vector
of the rigid bodies, Q,, indicates a nonlinear vector of

generalized forces associated with the kinematically-driven
components of the mechanical system, Q. represents the
total generalized external force vector acting on the rigid
bodies, Cq = 0C /0q corresponds to the constraint Jacobian
matrix, and Qg is the quadratic velocity vector associated
with the algebraic constraints. This nonlinear set of DAEs
can be readily rewritten in the following matrix form which
is referred to as the augmented formulation:

e Sl -ld]

where the total vector of generalized forces applied to the
rigid body is indicated with Q; and is given by:

Qb:Qv+Qm+Qe

By solving the previous system of linear equations at
each time step of the dynamical simulation, the generalized
acceleration vector ¢ and the Lagrange multiplier vector A
of the multibody system can be explicitly calculated as:

G=M"1Q,

(14)

5)

+M-1c(cM-1ct) ' Q,

(16)
~M-'cI(CMCh) T ' M1Q,

A=—(CM1CD) ™! (Qu— CM1Q))

The Lagrange multiplier vector A can be used for calcu-
lating the generalized force vector relative to the kinematic
constraints acting on the mechanical system Q. as follows:

Q.=-Cix (17)

On the other hand, the generalized acceleration vector ¢ of
the mechanical systems can be employed for the progressive
marching of the numerical simulation on the time grid using
a standard numerical integration technique.

B. Numerical Solution of the Equations of Motion

In this subsection, the solution algorithms suitable for
solving the equations of motion of kinematically-driven
multibody systems are briefly discussed. In order to perform
dynamical simulations of nonlinear systems, the following
simple definition of the state vector can be used:

1]

The mathematical formulation of the state vector z is
necessary for writing the nonlinear set of the system dynamic
equations in the state-space form as follows:

(18)

5=f (19)

where the nonlinear vector function f identifies the system
state function and is defined as:

)

The general state-space representation of the dynamic
equations of a rigid multibody system allows for using
the numerical integration procedure developed for solving
system of Ordinary Differential Equations (ODEs) in order

(20)
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to obtain an approximate solution of the dynamic equations.
For example, one can obtain a numerical solution of the
dynamic equations of a multibody system by using the first-
order explicit Euler method given by:

Z' = 7" 4+ Atf (", Z7) 1)

where where 7 is an integer number, At is the discrete time
interval used in the numerical integration scheme, while Z"
and Z™T! respectively represent the numerical approxima-
tions of the exact solutions z" = z(t") and z" ™1 = z(t"*1)
respectively defined at the discrete time instants " = nAt
and t"*1 = (n+ 1) At. Another viable option is based
on the use of the fourth-order explicit Runge-Kutta method
which can be summarized in the following vector equation:

1 1 1 1
Zntl =7 4 At <GZ’f + gZg‘ + gzg + 6ZZ§> (22)
where:
Zr = f(t", Z")
Zy = £(t" + LAt Z" + 177)

(23)
75 =f(t" + LAt Z" + 1Z7)

77 = £(t" + AL, Z" + Z7)

Although they are both explicit integration algorithms,
the relatively more complex Runge-Kutta numerical scheme
is typically preferred to the simpler Euler forward formula
because of its superior accuracy and its wider stability region.
However, since the augmented formulation is an analytical
technique for the determination of the system generalized
acceleration vector based on an index-one set of DAEs, a
constraint stabilization procedure is also required in order to
eliminate the drift of the kinematic constraints at the position
and velocity levels. The constraint stabilization procedure
must be combined with the numerical integration scheme
used for the progressive computation of the numerical solu-
tion on the discretized time axis.

C. Adjoint-Based Iterative Numerical Procedure for the Op-
timal Control Design

In this subsection, the principal equations that define the
necessary conditions for the optimal control design of nonlin-
ear control laws are presented. For this purpose, an iterative
numerical procedure based on the adjoint equations can be
mathematically formulated. The control method used in this
research work originates from the theory of optimal control.
This method can be applied to both linear and nonlinear
dynamical systems. To this end, the derivation of a two-
point boundary value problem formed by a set of nonlinear
differential-algebraic equations is analytically formulated in
this subsection and a numerical solution procedure is briefly
described using the adjoint approach [58], [59].

As discussed in this subsection, the adjoint approach is
an effective method for the numerical solution of general
optimal control problems. This method is particularly useful
in the case of nonlinear mechanical systems for which
optimal control laws are difficult to determinate, such as
the pantograph mechanism of interest for this study. The
adjoint computational approach does not represent a single

numerical algorithm. This method is grounded on a wider
mathematical framework in which the nonlinear control
problem can be reformulated and solved using a set of well-
known numerical procedures. However, it is important to note
that the adjoint methodology analyzed in this section can
be applied to multibody mechanical systems characterized
by a closed-loop structure, like the pantograph mechanism
analyzed in this paper, because this method exploits the
explicit form of the dynamic equations derived by using
an augmented formulation approach applied to the dynamic
analysis of constrained systems discussed in the previous
subsection of the manuscript.

The adjoint method can be applied to the dynamic equa-
tions of multibody mechanical systems represented in the
nonlinear state-space form. The goal of the adjoint method
is to minimize a performance index denoted with J, that
mathematically represents the cost of the designed control
laws. A general form of the performance index .J., which is
defined on the time interval from ¢ = 0 to ¢ = 7T, can be
written as follows:

T
Je = helrp +/ gedt
0

where h. represents a general function called terminal cost
function whereas the arbitrary function g. is called current
cost function. For simplicity, the following quadratic struc-
ture for the terminal cost function h. and for the current cost
function g. can be assumed:

1
he = izTQTz

(24)

(25)

and

1 1 1
ge=-2"Q.z + §uTQuu+ 5FTQFF (26)

c 2
where u is the input vector associated with the optimal
control actions, F' identifies a general vector of interactions
(forces and moments) to be minimized, while Qr, Q., Q.,
and Qp are constant positive-semidefinite weight matrices
which are used by the control analyst to define in a straight-
forward manner the structure of the cost functional J.. By
introducing an additional vector denoted with y, that is called
adjoint state and has the same dimensions of the state vector
z, one can prove by employing the mathematical tools of
the calculus of variation that the necessary conditions which
minimize the cost functional .J. are given by:

z=1, z|,=2
}" = _A(Z;y - QOza Y|T = nZ’T (27)
Bly +1: =0
where the sensitivity matrices A, and B, are respectively
defined as: o of
A.=—, B.=_— 28
0z Ju (28)

The sensitivity vectors 77, and ¢, are respectively given
by:

Oh,
ne = =z"Qr (29)
Z
and 5 5
o= =T Q. +FTQp (30)
0z 0z
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The sensitivity vector 1, can be computed as follows:

o= 2 _uTQ, + FTQr

ou Ju

This set of differential-algebraic equations form a non-

linear two-point boundary value problem. This nonlinear

problem represents a mathematical problem that can be

numerically solved by using an iterative algorithm based on
the adjoint approach.

€2y

D. Numerical Solution of the Adjoint Equations

In this subsection, the solution procedures devised for
solving the adjoint equations associated with the nonlinear
optimal control problem are concisely discussed. The first
step of the iterative algorithm considered in this section is
based on the numerical solution of the dynamic equations
and of the adjoint equations assuming an initial guess of the
optimal control law. For this purpose, one can search for an
approximate solution of the optimal time laws that describes
the vector of control actions u as follows:

Ur,kJrl _ Ur,k + akDr,k (32)

and

o = arg(min(J..)) (33)

where the superscript k& indicates the iteration number of the
adjoint procedure, U" denotes the reshaped version of the
family of discretized vectors U” representing the numerical
solution for the vector of control inputs u™ = u(t") defined
at each time step t", D" corresponds to the reshaped version
of the family of direction vectors D" identifying a direction
along which the line search in the minimization procedure
is performed, and « is a line parameter. For example, the
vector U" is assembled as follows:
- o

Ul

ur un

(34)

U]\-ffl
UN

where N is the number of time intervals that form the
equispaced discretization of the time axis. There are several
numerical methods that can be used for determining the
search direction D™. One of the most effective approaches is
based on the nonlinear conjugate gradient scheme in which
the search direction follows an optimized pattern associated
with the gradient of the cost function G™ given by:

D’n,k —_ _G’n,k—l 4 En,k—l (35)

where:
T T
Gn,k‘ _ (w?,k) + (B?k') Yok
(36)
En,k—l — ﬁn,k’Dn,k—l

where the vector E™ is a correction term associated with
the search direction vector D", Y™* is the numerical
approximation of the exact solutions for the adjoint state
y™ = y(t") obtained at the iteration k, and S is a scalar

parameter associated with a given choice of the search direc-
tion used during the iteration process. In the simple steepest
descent algorithm, the search parameter § is set equal to
zero. However, in general, this choice is not convenient
because it is sensible to the variation of curvature of the
cost function J. leading to a zigzagging behavior of the
minimization algorithm. On the other hand, an appropriate
selection of the parameter 3 can effectively solve this issue.
For this purpose, several efficient algorithms called with the
names of their developers can be found in the literature. The
principal methods used in the nonlinear conjugate gradient
optimization algorithm for computing the search parameter
[ are given by:

',,k‘ Gn,k TGn,k
B;«“R = (G(n,k—lgTGn,k—l
B’I’L,k _ (Gn,.k)T(Gn,k_Gn,kfl)

PR (Grk—1)TGn.k—1

(37)

ﬁ’ﬂ,k? _ (Gn,k)T(Gn.k_Gn,k’—l)

HS (Dn,k—l)T(Gn,k_Gn,k—l)

k ank TGn,k

B?)Y = (Dn,k—(l)T(G),n,k_Gn,k—l)

where Opr, Bpr, Bus, and [Spy respectively represent
the direction parameters used in the Fletcher-Reeves, Polak-

Ribiere, Hestenes-Stiefel, and Dai-Yuan search algorithms
[60]. In the development of an iterative algorithm based
on the adjoint approach, one can determine an optimal
distribution in time of the feedforward control action that
converges to an appropriate time law when a prescribed
tolerance on the performance index J. is reached. To this
end, a numerical approximation of the performance index
J. can be found at each iteration k of the optimization
procedure by using an integration scheme. For example, the
following trapezoidal integration algorithm can be employed
for performing this task:

Je = he(z,t)| 0 + fOT ge(z,u, t)dt

tn+1

N—-1
= hc(z,t)|T+ > fn gc(z,u,t)dt
n=0

_ (38)
~ h(ZN,T) + 4t 20 ge(Z™, U™, t™)

N—1
A
_’_725 Z gc(zn+17Un+1, t7z+1)
n=0
Moreover, the adjoint equations can be solved by using
the same numerical schemes available for the solution of the
dynamic equations since the former equations are ODEs. The
adjoint equations can be rewritten in the following compact
form:
y=g8 (39)
where the nonlinear vector function g represents the adjoint
state function defined as:

g=—-Aly— ¢! (40)

In the numerical solution of the adjoint equations, the time
marching is reversed from the final instant of time ¢ =T to
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the initial instant of time ¢ = 0. A simple numerical method
that can be used for solving the adjoint equations is the
explicit Euler method described by the following integration
scheme:

Y =YY" - Atg(t",Y") (41)

where At is the time step used in the numerical integration
of the adjoint equations, whereas Y™ and Y™ ! respectively
represent the numerical approximation of the exact solutions
y" = y(t") and y"~! = y(t" 1) respectively defined at the
discrete time instants t” = nAt and "~ ! = (n — 1) At. In
the numerical solution of the adjoint equations, one can also
implement the following explicit Runge-Kutta integration
algorithm in order to increase the accuracy of the numerical
solution from the first order to the fourth order:

1 1 1 1
Y=Y - At (GY? + Y5+ Y+ GYZ) (42)

where:
Y? =g(t",Y")
Y =g(t" — ALY+ 1YD)

(43)
Y5 =g(t" - ALY + 1Y)

P =gt — ALY YD)

In the computational procedure used for solving the adjoint
equations, the approximate solution obtained for the state
vector z that appears in the sensitivity vector ¢, plays
the role of a forcing function. This forcing function is
generated by the numerical approximation of the vector of
control law u obtained at a given iteration k£ of the trial-
and-error numerical procedure employed for optimizing the
feedforward controller. From practical considerations, one
can observe that it is convenient to use the same integration
algorithm for solving both the dynamic equations and the
adjoint equations referred to the same discretization of the
time axis performed employing a constant step size.

III. DEMONSTRATIVE EXAMPLE: DYNAMICS OF THE
KINEMATICALLY-DRIVEN DOUBLE INVERTED
PENDULUM

In this section, a dynamical model of a kinematically-
driven double inverted pendulum system is formulated by
using the multibody formulation approach adopted in the
paper. Furthermore, a set of numerical results found by
means of dynamical simulations is also discussed in this
section. The simple multibody model developed in this
section is used for demonstrating the fundamental aspects
of the analytical approach devised in this paper considering
a simple mechanical system characterized by a moving
component having an imposed motion. To this end, the set
of numerical results presented in this section concern the
output motion of the double pendulum resulting from an
input motion assigned to the cart.

A. Dynamic Equations of the Kinematically-Driven Double
Inverted Pendulum

In this subsection, the two-dimensional dynamic model
of the kinematically-driven double inverted pendulum con-
sidered in this work is presented. For this purpose, the

fundamental equations of classical mechanics are used for
the derivation of a mechanical model of the double inverted
pendulum system employing a Lagrangian approach. This
approach is based on an augmented set of Lagrangian co-
ordinates that simplifies the mathematical modeling of the
double inverted pendulum system. For the correct derivation
of the equations of motion, which in this simplified case are
nonlinear ordinary differential equations, one needs to take
into account all the dynamic effects that are significant for
the nonlinear analysis. In particular, the system mass matrix,
the system inertial quadratic velocity vector, the system
kinematically-driven generalized force vector, and the system
generalized external force vector must be computed for all
the bodies that form the mechanical system. For this purpose,
the nonlinear dynamic equations analytically found in this
work are obtained in the case of the dynamic analysis of the
kinematically-driven double inverted pendulum system.

The schematic model of the kinematically-driven double
inverted pendulum employed as an illustrative example is
represented in Figure 1. The numerical data employed for

Fig. 1.

Double inverted pendulum model.

modeling the kinematically-driven double inverted pendulum
are reported in Table I. A rigid two-dimensional multibody
model of the kinematically-drive double inverted pendulum is
elaborated in this subsection. For this purpose, the kinematic
equations that describe the topological structure of the double
inverted pendulum are obtained first. The double inverted
pendulum is formed by two mono-dimensional rigid bodies
of length 2L; and mass m;, where the subscript ¢ denotes
the body number. The two rigid bodies that represent the
mechanical components of the double inverted pendulum
system are constrained by two kinematic joints, namely, two
revolute joints respectively collocated in the point O and A
of Figure 1. By considering a semi-recursive approach, the
multibody dynamic equations can be derived by using the
following generalized coordinate vector:

(44)

where 6, and 65 respectively represent the angular displace-
ments of the first end second pendulum. On the other hand,
for simplicity, it is assumed that the linear displacement of
the cart denoted with z is imposed considering the following
analytical function:

x = Xosin(Qt) (45)
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TABLE 1
DOUBLE INVERTED PENDULUM PARAMETERS.

Descriptions Symbols Data (units)
First Pendulum Half Length Ly 0.1 (m)
Second Pendulum Half Length Lo 0.2 (m)
First Pendulum Mass my 3 (kg)
Second Pendulum Mass ma 4 (kg)

First Pendulum Mass Moment of Inertia I.2a 0.01 (kg*m?)

Second Pendulum Mass Moment of Inertia I..2 0.05333 (kg*m?)

Gravitational Acceleration g 9.807 (m/s?)
Imposed Displacement Amplitude Xy 0.5 (m)

Imposed Displacement Angular Frequency Q 0.9425 (rad/s)

where X identifies the amplitude of the imposed displace-
ment, while (2 indicates the imposed angular frequency of
the motion assigned to the cart. It follows that:

i = QXgcos(Q), i=—0%X,sin(Q) (46)

The global position vectors of the first and second pen-
dulum centers of mass (G; and G2 are respectively denoted
with R; and R, and are respectively defined as follows:

| @+ Lycos(bh)
Ri= { Ly sin(61) } “7)
| @+ 2Ly cos(61) + Lo cos(2)
R2 - |: 2L1 sin(é)l) + LQ sin(92) } (48)

The global velocity vectors of the first and second pen-
dulum centers of mass G1 and G> are respectively denoted
with R; and Ry and are respectively defined as follows:

. @ — Ly sin(61)0,

Rl |: L1 COS(01)91 :| ( 9)
S T — 2L1 Sin(@ﬁél — L2 Sin(eg)ég
Ro = [ 204 008(91)91 + Lo 608(02)92 (50)

The Jacobian matrices of the first and second pendulum
center of mass velocity vectors are respectively denoted with
J1 and J, and are respectively given by:

_ORy [ —Lysin(6;) 0
1= %4 _{ Lycos(8y) 0 D
_ ORy [ —2Lysin(0y) —Lysin(fy)
J2 0 _[ 2L1cos(61)  Lacos(fz) (52)

The additional vector terms of the first and second pendu-
lum center of mass velocity vectors are respectively denoted
with v and vs and are respectively given by:

T
0
The angular velocities of the first and second pendulum

are respectively denoted with w; and w9 and are respectively
equal to:

i vy — { (53)

wi =01, wy=0 (54)

The Jacobian matrices of the first and second pendulum
angular velocities are respectively denoted with €2; and Q9
and are respectively equal to:

_awl_

Q, = 2
1 aq

[1 0] (55)

_ Owz _
= oq =
The additional vector terms of the first and second pendu-

lum angular velocities are respectively denoted with w; and
wo and are respectively defined as:

2 [0 1] (56)

wi;=wy =0 (57)

On the other hand, the dynamic equations of the
kinematically-drive double inverted pendulum can be ob-
tained employing the fundamental analytical methods of
Lagrangian dynamics to yield:

Mg = Qy

where M indicates the total mass matrix of the double
inverted pendulum, whereas Q; is the total generalized force
vector acting on the dynamical system. The total system mass
matrix M can be computed as follows:

M =M; + M

(58)

(59)

where M; and M, are respectively the mass matrices of the
first and second pendulum that are respectively given by:

Ml = mlJTJl + Izz’lﬂ{ﬂl

[ miLi+ .. O ©0
B 0 0
M2 = m2J2TJ2 + Izz,QQgQ2
B dmo L3 2L1 Lams cos(1,2) ©b
| 2Ly Lamgcos(0:2) mal3+ 1.,

where 612 = 6; — 05. In the case of the double inverted
pendulum system, the quadratic part of the system kinetic
energy T, can be explicitly determined as follows:
T, = 14"M¢g
= % ((ml + 4m2) L% + 12%71) 0%
—|—2L1L2m2 COS(91 — 92)0192
+5 (maLd + L. 2) 03
The inertia quadratic velocity vector of the double pen-
dulum system Q, can be obtained from the quadratic part

of the system kinetic energy 77, and considering the time
derivative of the system mass matrix M as follows:

ar,\" .
@~ (G) ~Ma-|

(62)

—ma L1 L2 Sin(el’g)é%

. 63
m2L1L2 sin(01,2)9f ( )

Volume 28, Issue 4: December 2020



Engineering Letters, 28:4, EL._28 4 19

The multiplicative vector associated with the linear part
of the kinetic energy of the double inverted pendulum b is
given by:

b=Db; +by (64)

where b; and by are respectively the multiplicative vectors
associated with the linear part of the kinetic energy of the
first and second pendulum that are respectively defined as:

b1 = 2m1J,{'V1 + 2[22719{W1

_ [ —2my Ly sin(6,)2 | (65)
= - 0 |

by = 2m2JgV2 + 2[22’2Q%—VW2
. [ —4m2L1 sin(@l)ab | (66)
- L —2m2L2 sin(ﬂg)i: |

The linear part of the kinetic energy of the double inverted
pendulum 7; is equal to:
Ty =3b"q
= — (m1 + 2m2) L1 sin(91)01:'v
—m2L2 sin(92)92x'

(67)

The additional scalar term associated with the scalar part
of the kinetic energy of the double inverted pendulum c can
be computed as follows:

(68)

c=2cC1 +cC2

where ¢; and co are respectively the additional scalar terms
associated with the scalar part of the kinetic energy of the
first and second pendulum that are respectively given by:

T T .2
c1 =mvy v+ L, 1wy Wiy =m& (69)

(70)

T T .2
Co = MaVy Vo + 1, oW5 Wy = mad

The scalar part of the kinetic energy of the double inverted
pendulum 7, is equal to:
1 1
T, = 5¢=73 (m1 + my) i (71)
Once that the linear part 7; and the scalar part 7, of the
system kinetic energy are known, the kinetic energy induced
by the kinematically-driven motion 7;,, of the double inverted
pendulum can be simply computed as:

T =T +1T¢
= — (my + 2mz2) Ly sin(61)01 &
7m2L2 sin(92)02:t + % (m1 + mg) i32

(72)

The kinematically-driven generalized force vector of the
double pendulum system Q,, can be obtained from the
kinetic energy induced by the kinematically-driven motion
T, as follows:

Q _ (0T, T _d(90Tm T
m = | 5q at \ o4

| Li (m1 + 2my) sin(6:)&
o L2m2 sin(92):}§

(73)

On the other hand, the total potential energy of the double
inverted pendulum system is given by:

U=U; +U, 74)

where U; and U, respectively represent the gravitational
potential energy of the first and second pendulum that can
be readily determined as:

Uy = m1gj" Ry = magLy sin(6;) (75)

Us = magj’ Ry = 2magLy sin(6;) + magLa sin(6y) (76)

The generalized external force vector of the double pen-
dulum system associated with the gravity force field Q. is
equal to:

(%)

Finally, one can write the analytical form of the total body
generalized force vector of the double pendulum system Qj
as follows:

— (mq + 2my) gLq cos(6;)

7mggL2 COS(@Q) (77)

Qb:Qv+Qm+Qe

[ —m2L1L2 Sin(91’2>é%
+L1m172 sin(@l)ﬂ'é
—m17ggL1 COS(01) (78)
mngLg sin(@l’g)éf
+L2’I’I’L2 sm(92)$
—mogLsy cos(62)

where m; o2 = my 4 2my. The dynamic equations reported
in this subsection completely describe the total system mass
matrix M and the total system generalized force vector Qp
of the double inverted pendulum system considered in the
paper as a demonstrative example.

B. Dynamic Analysis of the Kinematically-Driven Double
Inverted Pendulum

In this subsection, the dynamic analysis of the double
inverted pendulum system is reported. For this purpose, the
numerical scheme used to solve the nonlinear equations
of motion is the fourth-order explicit Runge-Kutta method.
Figure 2(a) shows the angular displacement of the first
pendulum of the double inverted pendulum system whose
time evolution is induced by the kinematically-driven motion,
while Figure 2(b) represents the corresponding angular veloc-
ity. Figure 3(a) shows the angular displacement of thesecond
pendulum of the double inverted pendulum system whose
time evolution is induced by the kinematically-driven motion,
while Figure 3(b) represents the corresponding angular veloc-
ity. The planar trajectory of the extremal point B of Figure 1
collocated at the tip of the double inverted pendulum system
is represented in Figure 4. The horizontal displacement of
the tip point B of the double inverted pendulum system is
represented in Figure 5(a), while the vertical displacement
of the same point is shown in Figure 5(b). The horizontal
velocity of the tip point B of the double inverted pendulum
system is represented in Figure 6(a), while the vertical
velocity of the same point is shown in Figure 6(b). The
numerical results presented in this subsection demonstrate
the effectiveness of the method devised in this investigation
for describing the dynamical behavior of mechanical systems
animated by a kinematically-driven motion.
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(a) First pendulum angular displacement.
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15 20
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(b) First pendulum angular velocity.

Fig. 2. First pendulum dynamical evolution.

IV. CASE STUDY: DYNAMICS AND CONTROL OF THE
PANTOGRAPH MECHANISM

In this section, a dynamical model of the pantograph
mechanism is presented considering a multibody formulation
approach. The numerical results found using the approach
developed in this investigation are also discussed in this
section. The multibody model developed in this section is
used for performing numerical experiments on the dynamic
behavior of the pantograph mechanism interacting with the
catenary cable. In particular, a set of numerical results
deriving from the multibody-based modeling technique used
in this investigation and the nonlinear adjoint-based control
strategy developed in the paper are presented. For this
purpose, the numerical results that originate from the design
of an open-loop controller for the optimal time law of the
control actuator are presented.

A. Unconstrained Dynamic Equations of the Pantograph
Mechanism

In this subsection, the two-dimensional dynamic model
of the pantograph mechanism considered in this work is
presented. To this end, the fundamental equations of classical
mechanics are used for the derivation of a mechanical model
of the pantograph system employing a Lagrangian approach.
This approach is based on an augmented set of Lagrangian
coordinates that facilitates the geometric description of the
pantograph model. In order to correctly derive the multibody

4 ‘ ‘ ‘
0 5 10 15 20
t(s)
(a) Second pendulum angular displacement.
4
2 .
w
~
<
\SJ 0
-5
2 F
-4 L L L
0 5 10 15 20

t (s)

(b) Second pendulum angular velocity.

Fig. 3. Second pendulum dynamical evolution.
-0.52
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-0.6 -0.4 -0.2 0 0.2 0.4 0.6
zp (m)

Fig. 4. Planar trajectory of the tip point of the double inverted pendulum
system.

differential-algebraic dynamic equations, it is necessary to
consider all the dynamic effects that are relevant for the
description of the nonlinear analysis of the pantograph mech-
anism. In particular, considering a recursive procedure, the
system mass matrix, the system generalized inertia effects,
and the external force vector can be computed by using
the methods of analytical mechanics applied separately to
each rigid body that composes the pantograph mechanism.
To this end, the nonlinear dynamic equations used in this
work for describing the time evolution of the mechanical
system that models the pantograph mechanism are obtained
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(a) Tip point horizontal displacement.
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(b) Tip point vertical displacement.

Fig. 5. Horizontal and vertical displacement of the tip point of the double
inverted pendulum system.

using the fundamental principles of classical mechanics. Sub-
sequently, the resulting multibody model that mathematically
defines the differential-algebraic dynamic equations of the
pantograph and the catenary coupled systems is treated by
using the augmented formulation. By doing so, the numerical
techniques for the computation of optimal control actions can
be readily employed for the design of a nonlinear controller
that serves for the attenuation of the contact forces generated
between the pantograph and the catenary.

The geometrical model of the pantograph mechanism
considered in this investigation is represented in Figure
7. The numerical data used for modeling the pantograph
mechanism are reported in Table II. A rigid two-dimensional
multibody model of the pantograph mechanism is elaborated
in this subsection. For this purpose, the kinematic equations
that describe the topological structure of the pantograph
mechanism are obtained by means of simple geometric
constructions. The pantograph mechanism is formed by five
mono-dimensional rigid bodies of length 2L; and mass m;,
where the subscript ¢ denotes the body number. The five
rigid bodies that represent the mechanical components of the
pantograph system are constrained by six kinematic joints,
namely four revolute joints respectively collocated in the
points O, A, B, and C, one rigid joint collocated in the
point C, and one prismatic joint collocated in the point D of
Figure 7. The pneumatic actuator that provides the lift force
to the pantograph is modeled as a nonlinear spring-damper-
force actuator having a stiffness coefficient k;, a viscous

15

0.5

-0.5F

Zp (m/s)

-1.5}

0 5 10 15 20

(a) Tip point horizontal velocity.

0.4

0.2

W

-0.2

g1 (m/s)

04 ‘ ‘ ‘
0 5 10 15 20
t(s)

(b) Tip point vertical velocity.

Fig. 6. Horizontal and vertical velocity of the tip point of the double
inverted pendulum system.

Fig. 7.

Pantograph mechanism model.

damping coefficient r;, and a positive constant force p;.
The suspension mechanism is modeled as a spring-damper
element featuring a stiffness coefficient ko and a viscous
damping coefficient r,. The catenary wire is schematized
considering an elastic force field having a stiffness coefficient
ks and a viscous damping coefficient r3. By considering a
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TABLE 11
PANTOGRAPH MECHANISM PARAMETERS.

Descriptions Symbols Data (units)
Thrust Rod Half Length Ly 0.700 (m)
Crank Half Length Lo 0.110 (m)
Lower Arm Half Length Ls 0.850 (m)
Upper Arm Half Length Ly 0.950 (m)
Moving Support Reference Height Hy 2.635 (m)
Ground Revolute Joint Horizontal Position H, 0.200 (m)
Ground Revolute Joint Vertical Position H, 0.140 (m)
Pneumatic Actuator Reference Height Hg 0.140 (m)
Pneumatic Actuator Local Distance Lg 0.500 (m)
Crank - Upper Arm Fixed Angle Ié] 0.209 (rad)
Thrust Rod Mass my 2.000 (kg)
Crank Mass Mo 1.038 (kg)
Lower Arm Mass ms 1.038 (kg)
Upper Arm Mass My 8.962 (kg)
Pan-Head Mass ms 0.500 (kg)
Gravitational Acceleration g 9.810 (m/s?)
Pneumatic Actuator Lift Force D1 1000.000 (N)
Pneumatic Actuator Stiffness k1 100.000 (N/m)
Pneumatic Actuator Damping T 1.000 (N % s/m)
Suspension System Stiffness ko 200.000 (N/m)
Suspension System Damping T 2.000 (N xs/m)
Pantograph/Catenary Stiffness ks 300.000 (N/m)
Pantograph/Catenary Damping T3 3.000 (N« s/m)

semi-recursive approach originating from the kinematic chain
rule, the multibody dynamic equations of the closed-loop
mechanism can be obtained employing the following vector
of generalized coordinates:

01

_ | 02
a=| g,
X

(79)

where 61, 05, and 63 represent the angular displacements of
the pantograph arms, whereas x indicates the displacement
of the pantographs pan-head. The mathematical form of the
dynamic equations of the pantograph mechanism is amenable
to be treated with a standard mechanical method for the
explicit determination of the generalized constraint forces
based on the augmented formulation. Therefore, the dynamic
equations of the unconstrained mechanism can be deduced
using the fundamental analytical methods of Lagrangian
dynamics as follows:

Mg = Qs (80)
where M indicates the total mass matrix of the pantograph
mechanism, whereas Q, is the total generalized force vector

acting on the dynamical system. The total system mass
matrix M can be computed as follows:

M = M; + M + M3 + My + M5 81)

where M, My, M3, My, and M5 are the mass matrices
of the rigid bodies that form the rigid mechanism which are

respectively defined as:

M 0 0 0
B 0 0 0 0
M = 0 00 0
0 0 0 0

1,1 1,2
My My 0
M>t M2 o

M, = 2 2
2 0 0 0
0 0 0
1,1 1,2 1,3
My My My
M; = Mg,l M%’Z Mgd
3 3 3
0 0 0

1,1 1,2
My Mo 0
M, — | MiT M0
0 0 0
0 0 0

1,1 1,2
M5 M5

where:

L1 _ 2 2,2 _
M;" =4moLly, My* =

4
3

e R e R R
1 O O O O 1

o O o o

ZE.E

Tt ROt W
B

mo L%

M§’2 = 2L Lamg cos(6r — 02)
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ML = dmgL?, M2? = dms 2 (90)
3,3 4 2 1,2 5
M3 = §m3L3a M;“ = 4L, Lomgcos(6h — 62) (91)
My® = 2L, Lyms cos(6; — 63) 92)
M2® = 2Ly Lams cos(0 — 63) ©3)
M}l’l = 4m4L% (94)
4
Mi’z - §m4Li + 4my L3 + 4myLo Ly cos(B) 95)
My® = 4L Lymy cos(6y — 65) (96)
+2L1 Lymycos(6y — 02 + B)
Mg’Q = 4m5L§ + 4m5Li + 8m5L2L4 COS(/B) (98)
M‘5174 = ms (99)
M_? = 4L, Lyms cos(6; — 62) (100)
+4L1 Lymygcos(6y — 02 + 3)
M = 2L,ms5 cos(6;) (101)
M:* = 2mg Ly cos(f) + 2ms Ly cos(B — 62)  (102)

The total system generalized force vector Q is given by:

Qb:Q’U+Qg+Qk+Qr+Qu

where Q, is the total system inertia quadratic velocity vector,
Qg is the total system generalized force vector relative to
the gravity forces, Qy is the total system generalized force
vector relative to the elastic force fields, Q, is the total
system generalized force vector relative to the dissipative
force fields, and Q,, is the generalized force vector relative to
the control action. In this equation, the following simplified
structure of the generalized force vector associated with
control action is assumed:

(103)

Q. = (104)

S OO O

where u represents the external control force provided by
the active control system to be optimized. The total system
inertia quadratic velocity vector QQ, can be computed as
follows:

Qv = Qv,l + Qv72 + Qv,3 + Q'u,4 + QU,S (105)

where Qyu.1, Qu2, Qu3, Qua, and Q, 5 are the inertia
quadratic velocity vectors of the rigid bodies that form the
rigid mechanism which are respectively defined as:

Q,1=0 (106)
I —2L1L2m2 sin(91 — 92)9% i
2L1L2m2 sin(91 — 92)6‘%
Qu2 = (107)
0
L 0 -
[ 74L1L2m3 SiIl(Gl — 02)9% 1
—2L1L3m3 sin(91 — 93)93
4L1L2m3 Sin(91 — 92)9%
j— - 1 _ '2
ng — 2L2L3m3 sm(6‘2 93)93 (108)
2L1L3m3 Sin(91 — 63)9%
+2L2L3m3 sin(6‘2 — 93)9%
L O -
i —4L1L2m4 sin(91 — 92)9% ) ]
—2L1Lysmy sin(01 — 0y + ﬂ)@%
4L1L2m4 sin(61 — 92)9% .
Qv,4 = +2L1Lymy sin(61 — 6+ 5)0% (109)
0
L 0 |
[ —4L1L2m5 sin(91 — 92)0% ) ]
—4LyLyms sin(6y — 0o + B)63
4L1L2m5 sin(t91 — 92)9% .
+4Lq Lyms sin(91 — 0+ 6)9%
Qus = (110)
0
2L1m5 sm(@l)Q%
—2L4m5 sin(ﬁ — 92)9%
—|—2L2m5 SIH(GQ)G%

The total system generalized force vector relative to the
gravity forces Qg can be computed as follows:

Qy=Qy1+Qu2+Qy3+Qua+Qys

where Qg 1, Qg2, Qg.3, Qg.4, and Qg 5 are the generalized
gravitational force vectors of the rigid bodies that form the
rigid mechanism which are respectively defined as:

(111)

—maygL4 cos(6q)

0
Qg,l - 0

0

(112)

Volume 28, Issue 4: December 2020



Engineering Letters, 28:4, EL._28 4 19

Qg,4 -

Qg,E) =

[ —2magLy cos(6y) ]
—magLs cos(f
Qo= | Tmastacon(®)

0

[ —2m3gL; cos(6y) ]
—2mgg Loy cos(62)
—mggLs cos(63)
0

Qg,3 =

—2my4gL cos(61)

—2m4gL2 COS(@Q)
—mygLy cos(fB — 62)

0

0

—2msgLy cos(6y)

—2mgsg Loy cos(62)
—2msgLy cos(B — 62)

0

—msg

(113)

(114)

(115)

(116)

The total system generalized force vector relative to the

where:
fr = 2Ly sin(6y) + 2Ly sin(6s) (121)
9k1 = (L3 + LE) Sin(93> - HE (122)
fk’g = H() —+ S, gk,S = —2L1 sin(@l) (123)

hk’g = 2L4 sin(ﬂ — 92), lk73 = 72L2 Sin(02) — X (124)

The total system generalized force vector relative to the
dissipative force fields Q, is given by:

Q’l‘ = Qr,l + Qr,2 + QT,S

where Q. 1, Q,2, and Q, 3 are the generalized damping
force vectors of the damping components that form the rigid
mechanism which are respectively defined as:

—71 (fra + gr1) 2L1 cos(61)
—r1hyr12L4 cos(67)

(125)

—r1 (fr1 + gr.1) 2L2 cos(62)
_7’1hr,12L2 COS(QQ)

elastic force fields Qy, is given by:

Qr = Qi1+ Qr2 + Q3

where Qp,1, Qr2, and Q3 are the generalized elastic
force vectors of the elastic components that form the rigid

(117)

mechanism which are respectively defined as:

Qr1 =

Qrs =

(pl - klfk-,l) 214 cos(@l)
—k1gx,12L1 cos(61)

(p1 — k1fr1) 2L2 cos(02)
—k19k,12L2 cos(62)

(p1 — k1fr1) (Ls + Lg) cos(03)
—k1gr1 (Ls + L) cos(03)

0

0
0
Qr2 = 0

7]621‘

k3 (frx,3 + gk,3) 2L1 cos(6y)
+ks (his + li,3) 2L1 cos(61)

k3 (fr,3 + gr,3) 2 (Lacos(B — 02))
+k3 (hi3 + lk,3) 2 (Lacos(B — 02))
+ks3 (fr,3 + gr,3) 2 (L2 cos(62))
+k3 (hkﬁg + lkﬁg) 2 (LQ COS(BQ))

ks (fr,3 + gk,3)
+k3 (he,3 4 lk,3)

(118)

(119)

(120)

Q1= (126)
=71 (frn1 +9r1) (L3 + Lg) cos(03)
—’I"lh,«71 (Lg + LE) COS(93)
. 0 -
0
0
Q2= 0 (127)
—7’2%"
[ r3 (fr,3+ Gr3 + hes) 2Ly cos(6y) |
rs (fr3+ grs +hr3)ls
Q3= (128)
0
L 73 (fr.3 + gr3 + hr3)
where:
fr1=2L1cos(01)01, gr1=2Lacos(f2)82  (129)
hr1 = (L3 + Lg) cos(63)03 (130)
fr3a=5—2L 605(91)91 (131)
gr’g = —2L4 COS(B — 92)92 (]32)
hy3 = —2Ly cos(02)0y — & (133)
l7.73 =2 (L4 COS(ﬁ — 92) + Lo COS(QQ)) (134)

The dynamic equations reported in this subsection com-
pletely describe the total system mass matrix M and the
total system generalized force vector QQ; of the pantograph
mechanism considered as the case study of the paper.
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B. Constrained Dynamic Equations of the Pantograph Mech-
anism

In this subsection, the closed-loop kinematic structure
of the pantograph mechanism is described considering an
appropriate set of algebraic constraint equations. The panto-
graph system forms a closed-chain mechanism which can be
modeled considering the following closure equations which
form the constraint vector denoted with C and given by:

2L4 cos(61) + 2Ls cos(s)
+2L3 cos(03) - H1
C= (135)
2L1 sin(91) + 2L2 Sin(92)

+2L3 sin(93) — Ho

where H; and H, are constant geometric parameters asso-
ciated with the dimension of the closed-chain mechanism
shown in Figure 7. The constraint Jacobian matrix Cq and
the constraint quadratic velocity vector Qg associated with
the closure equations are respectively given by:

—2Lqsin(f1) 2Lq cos(fy)
_ —2L2 sin(Gg) 2L2 COS(GZ)
Ca = —2L3sin(f3) 2L3cos(f3) (136)
0 0
and
2L1 cos(01)0? + 2L cos(0)632
+2L3 cos(03)03
Qu = (137)

2L1 sin(0)6? + 2L sin(6)62

Considering the closure equations used for modeling the
closed-chain topology of the pantograph mechanism and
assuming a standard assembly procedure for the dynamic
equations, one obtains the following set of differential-
algebraic equations:

Mg = Q;, — CIA
(138)
qu = Qd

Employing a computational approach based on the aug-
mented formulation, the nonlinear equations of motion of the
mechanical system under consideration can be numerically
solved by using a standard integration scheme combined with
a numerical procedure for the stabilization of the constraint
drift.

C. Dynamic Analysis and Control Design of the Pantograph
Mechanism

In this subsection, the dynamic analysis of the pantograph
mechanism is described and the numerical results found
implementing the nonlinear time law for the control actuator
are discussed. Once that a reliable nonlinear dynamic model
for the pantograph mechanism is obtained, one can use the
mechanical model for performing numerical experiments by
means of dynamical simulations based on the use of effective
solution algorithms suitable for analyzing multibody systems
[61], [62]. The numerical scheme used to achieve this goal is
the well-established fourth-order explicit Runge-Kutta algo-
rithm because of its superior performance compared with the

first-order forward Euler method. The Runge-Kutta method
is also convenient to use in the numerical solution of the
adjoint equations. In particular, in this study, an active control
action is collocated between the pan-head and the pantograph
superior arm. The optimal time law for the control actuator is
designed to diminish the variation of the force arising from
the interaction between the pantograph mechanism and the
catenary cable. For this purpose, it is of great importance to
not affect the average value of the interaction force. The
actuated device is used also for reducing the oscillations
of the pantograph arms. The input law for the controller
is designed considering an open-loop control action, which
can be optimized by using the adjoint approach described in
the manuscript. By doing so, the cost function designed for
regulating the dynamic behavior of the mechanism iteratively
achieves the convergence as represented in Figure 8(a). The
final time law for the control action corresponding to the
converged cost function is shown in Figure 8(b). Figure 9(a)
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Fig. 8. Optimization of the control law.

shows the time evolution of the interaction force without the
presence of the control action, while Figure 9(b) represents
the contact force when the open-loop control action is applied
on the pantograph mechanism. When there is no control ac-
tion, the pan-head displacement and velocity are respectively
represented in Figures 10(a) and 11(a). The time evolution of
the same variables are respectively shown in Figures 10(b)
and 11(b) considering the application of the nonlinear con-
troller developed in this work. Observing Figures 9(a) and
9(b), one can deduce that the open-loop controller induces
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(a) Contact force without the optimal control action.

0 2 4 6 8 10
t(s)

(b) Contact force with the optimal control action.

Fig. 9. Interaction force.

a considerable attenuation of the interaction force deriving
from the coupling between pantograph mechanism and the
catenary cable. An excessively strong contact force can be
detrimental for the contact surfaces and for the structural
integrity of the catenary wire, while a too weak contact force
can lead to the separation between the pantograph mecha-
nism and the suspended line, thereby damaging the coupling
mechanism because of the starting of the electrical arcing.
Keeping an optimal value of the magnitude of the contact
force is, therefore, absolutely necessary for the proper system
functioning. The improvement in the quality of the contact
obtained by using the methodology described in this section
is quantified employing the numerical parameters reported in
Table III. Furthermore, a close observation of Figures 10(a),

TABLE III
CONTACT PARAMETERS.

Contact Force Mean Standard Deviation
Uncontrolled Motion | —29.570(N) 15.602(N)
Controlled Motion —29.876(N) 2.798(N)
Percentage Reduction 1.036(%) 82.064(%)

10(b), 11(a), and 11(b) reveals that the application of the
nonlinear control action devised for the planar pantograph
mechanism does not alter the normal functioning of the
pantograph pan-head and, therefore, an effective contact is
still guaranteed. Thus, the numerical results reported in this
section clearly demonstrates the effectiveness of the compu-
tational approach developed in the paper for improving the
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X (m)

0.1

0 2 4 6 8 10
t(s)

(a) Uncontrolled motion.

0.37

0.2

X (m)

0.1

t(s)

(b) Controlled motion.

Fig. 10. Pan-head displacement.

contact quality of the current collection system based on the
pantograph mechanism and the suspended electrical line.

V. SUMMARY AND CONCLUSIONS

The authors’ academic focus encompasses wide research
areas closely related to practical problems in the field of
mechanical engineering. Thus, the principal disciplines of
interest for the authors are multibody system dynamics,
nonlinear optimal control, and applied system identification.
Multibody dynamics is concentrated on the dynamic analysis
of articulated mechanisms and complex machines composed
of rigid and flexible components constrained by kinematic
pairs [63]-[66]. Nonlinear control is concerned with the
study of effective algorithms which allow for controlling
mechanical systems described by nonlinear dynamical mod-
els [67]-[70]. System Identification is based on the study of
numerical methods suitable for obtaining dynamical models
of mechanical systems using experimental data based on
sensor measurements [71]-[74]. The theoretical and practical
connections between these three disciplines are, therefore,
apparent [75]. This work, on the other hand, deals with the
dynamics and control of a closed-loop kinematically-driven
mechanism used for predicting the evolution in time of the
pantograph/catenary contact force considering the multibody
system approach.

In this study, a recursive Lagrangian approach is used
for deriving a two-dimensional dynamical model of a
kinematically-driven double inverted pendulum system as
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Fig. 11. Pan-head velocity.

well as of the pantograph mechanism. The resulting me-
chanical models are based on the analytical techniques of
multibody system dynamics and are employed for carrying
out dynamical simulations. In particular, while the double in-
verted pendulum system is used as a demonstrative example
of the analytical approach developed in the paper for model-
ing kinematically-driven multibody mechanical systems, the
main objective of the case study is to obtain an appropriate
control law for the force actuator interposed between the
superior arm and the pan-head of the pantograph mechanism.
If the control system is properly tuned, the interaction of
the pantograph with the suspended line can be significantly
improved. First, the nonlinear algebraic constraint equations,
which represent the closed-chain geometry of the four-bar
mechanism used for modeling the pantograph as a multibody
system, are imposed by employing a Lagrangian approach.
Subsequently, the design of a nonlinear control action aimed
at reducing the contact force applied on the multibody
mechanism is performed in this investigation by solving a
nonlinear control problem considering an iterative algorithm
that makes use of the adjoint method. The dynamic analysis
carried out in this paper demonstrates the effectiveness of the
nonlinear control action designed for the multibody system
used for modeling the pantograph/catenary mechanism.
This investigation is focused on the design of a nonlinear
control law suitable for controlling the interaction force
produced by the contact between the sliding strips of the
pantograph and the suspended line that provides the electrical

energy to the train. To this end, the development of a detailed
mechanical model of the closed-loop mechanism that models
the dynamics of the multibody system at hand represents the
first fundamental step for the subsequent design of effective
control laws. The control law is necessary for controlling the
force actuator properly designed to regulate the interaction
with the suspended line. A twofold purpose is considered to
this end, namely to reduce the oscillations of the closed-loop
mechanism and to attenuate the contact force. An augmented
set of Lagrangian coordinates and a recursive formulation
approach are employed for the explicit derivation of the
equations of motion of the system under consideration in
this investigation. The multibody model developed in this
paper is based on simplifying assumptions for the layout of
the pantograph mechanism. The basic articulations of the
rigid frames of this mechanical system are schematized as
a planar four-bar linkage composed only of rigid bodies.
The pneumatic actuator that provides the lift force for the
pantograph mechanism is schematized considering an exter-
nal force field having a nonlinear structure using a lumped
parameter approach. Furthermore, the pantograph suspension
mechanism is modeled considering a linear elastic element
in parallel with a linear damping element. A simplifying
assumption was used in order to take into account the
interaction force between the contact mechanism and the
suspended line. This force is modeled considering a simple
elastic element interposed between a kinematically driven
element and the pan-head of the pantograph mechanism.
The motion law assigned to the kinematically driven element
takes into account the dynamic effects of the catenary cable
on the pantograph mechanism. Employing the analytical and
computational approach described in the paper, the resulting
numerical simulations confirmed the physical consistency of
the dynamic behavior obtained for the multibody mechanical
system of interest for this study.

In this work, a nonlinear feedforward controller is de-
veloped for a closed-chain pantograph/catenary multibody
model. The goal of the control law designed for this me-
chanical system is to decrease the attrition of the pantograph
strips and to suppress the mechanical oscillations of the
closed-loop mechanism that forms the pantograph. To this
end, an appropriate cost function is designed for transforming
the nonlinear control problem analyzed in this paper into a
nonlinear optimization problem. The cost function associated
with the performance of the optimal controller is devised in
such a way that the variation of the interaction force between
the strips of the pantograph and the catenary cable of the
suspended line is diminished without affecting its average
value. Furthermore, the nonlinear control law assigned to
the force actuator interposed between the contact elements
is designed by using an iterative algorithm deriving from the
combination of the optimal control theory and the adjoint
numerical analysis. The optimization method mentioned be-
fore is widely used in computational fluid dynamics and has
been recently adopted in the field of applied mechanics. The
final result of the adjoint numerical algorithm is an explicit
time function for the control force that reflects the desired
dynamic behavior by minimizing a performance index that
serves as a quantitative metric for the performance of the
control law. By doing so, significant improvements can be
obtained for the interaction between the contact strips of
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the pantograph and the cable of the suspended line, as
demonstrated by the numerical results presented in the paper.
When compared with the dynamic behavior of the multibody
mechanical system considered in this work without the
presence of any controller, the optimal time law computed for
the feedforward controller devised in this investigation leads
to a large reduction of the variation of the interaction force
that characterizes the contact. Therefore, the methodology
proposed in this investigation represents a viable solution for
improving the contact between the pantograph mechanism
and the catenary cable.
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