
 

Abstract—In medical research, non-invasive diagnostic tools 

have become an emerging technique for the diagnosis of fatal 

disease in the last few years. Saliva analysis for the detection of 

Gastric cancer (GC) also belongs to this powerful new research 

field. According to the WHO, cancer is heterogeneous disease 

with different subtypes. Early prognosis and diagnosis are key 

to improve the survival rate. It has become necessary in cancer 

research to facilitate the subsequent clinical management of 

patients. In this study, we have found 10 Amino acid biomarkers 

in saliva and extracted 19 fingerprint Raman bands produced 

by these biomarkers, that can be used to distinguish cancer 

patients from healthy persons. These Amino acid biomarkers 

vary according to the health condition of the patient. Computer-

Aided Diagnostic (CAD) techniques allow us to learn the 

common and hidden patterns from the input datasets and 

predict the cancer status most accurately and efficiently. We 

have developed a multilayer feedforward neural network using 

a scaled conjugate gradient backpropagation technique.  The 

proposed method produces an accuracy of 92.27%, sensitivity of 

94.8 %, and specificity of 90.2%. In conclusion, our approach 

using the saliva analysis and Amino acid biomarkers in saliva 

has enabled us to reliably detect gastric cancer at very high 

accuracy. 

 

Index Terms—Amino acid biomarkers, Artificial Neural 

Network, Gastric Cancer Classification, Machine Learning, 

Surface Enhanced Raman Scattering  

I. INTRODUCTION 

Cells are the most sophisticated molecular assemblies of 

the human body that can respond to the surrounding 

environment. According to the National Central Cancer 

Registry (NCCR), in China, the morbidity and mortality rates 

have increased to a large extent [1].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Since the last decade, researchers are trying to develop new 

methods for the prognosis of cancer disease. A continuous 

evolution related to cancer research has been formed since the 

last few years [2].  Scientists have already developed different 

methods, which also include screening cancer at an early 

stage [3]. A wide range of diseases can be diagnosed and 

monitored by current medical technologies, but researchers 

are developing more sophisticated methods for the early 

diagnosis of fatal diseases [4]. Current research lines are 

trying to develop new methods, which can predict cancer at 

an early stage even before the symptoms occur. This is not 

only important for cancer, because most diseases have a much 

higher survival rate if they are diagnosed at an early stage.  

Moreover, new methods for the diagnosis of gastric cancer 

have been developed in the last decades. Most of the disease 

can be diagnosed and treated clinically but patients suffer 

heavily from the time-consuming processes. Cancer is 

actually a heterogeneous disease with different subtypes. 

Quite a lot of studies have been presented in the literature 

based on diverse approaches that permit premature cancer 

investigation and prediction [5], [6], [7], [8]. Explicitly, these 

studies described methods associated with the profiling of 

circulating miRNAs that have been established as promising 

classes for cancer detection and identification. However, the 

application of these methods in screening cancer at an early 

phases and differentiating between benign and malignant 

tumors is limited due to their low sensitivity. Several features 

regarding the prediction ability of cancer based on gene 

expression signatures are discussed in references [9], [10]. In 

these studies, researchers have thoroughly discussed 

advantages as well as weaknesses of microarrays based 

cancer prediction methodologies. While gene signatures 

might expressively improve our ability for prognosis of 

cancer patients, but very few of them are used clinically. 

Therefore, more in-depth researches and experimentations 

along-with larger data sets and more satisfactory validation 

are needed. There are more than one hundred types of cancer 

that affect sixty parts of the human body [11]. Metastasis of 

the primary tumor is responsible for more than 90% of cancer 

deaths. As Fig. 1 shows, the top ten most common cancers in 

China according to the new cases reported in the 2018 [12].  
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Among all cancer types, gastric cancer (GC) is second-

leading cause of cancer-related deaths in China [13], [14]. GC 

is very common all over the world and China is heavily 

affected by Gastric Cancer with 42% of worldwide cases 

[15]. According to the previous studies, the cure rate is up to 

90 % if gastric cancer is diagnosed at an early stage, while it 

is only 24% in the case of late diagnosis.Therefore, early 

diagnosis is essential to reduce cancer mortality. However, 

GC patients only present symptoms at an advanced stage 

[16]. Only Japan has a 90% five-year survival rate due to 

strict and comprehensive screening [17]. In addition, 

European countries have a very low survival rate of 10% to 

30% [18]. GC is associated with several factors, such as 

lifestyle, environment, genetic health issues, etc. [19]. 

Nowadays, the living standards of the individuals have been 

improved, and the individuals are more aware of their health 

issues, which results in a decrease in the number of casualties 

all over the world. However, this cancer is still among the 

leading cause of deaths around the globe.   

GC is divided into two categories, that is Early Gastric 

Cancer (EGC) (stage I and II), and Advanced Gastric Cancer 

(AGC) (stage III and IV) [20], [21]. Endoscopy and biopsy 

are widely used tools for the diagnosis of the Gastric Cancer 

in the clinic. However, these methods not only bring great 

discomfort and pain to the patients but also easily miss 

diagnosis due to the vague symptoms of EGC [22]. In fact, 

GC patients miss the best time of treatment due to the lack of 

diagnosis at the early stages [23]. This does not only affect 

the patients’ health but also pushes them under a lot of 

psychological stress upon GC diagnosis. In recent years, 

researchers have been focusing on the development of the 

non-invasive tools for the diagnosis of fatal diseases 

including GC. Our research focuses on the development of a 

reliable and non-invasive method for EGC and AGC 

diagnosis.  

In recent years, different Volatile Organic Compounds 

(VOCs) and mRNA have been extensively studied to 

diagnose cancer at early stages [24]. Small metabolites have 

been used for the diagnosis of AGC and EGC, and they are 

gaining increasing attraction for their more stable and reliable 

characteristics [25]. Several small metabolite biomarkers 

have been found in the urine, blood as well as saliva [26].  

 

 

 

 

 

 

 

 

 

 

 

 

 

Recently developed salivary diagnostics and blood 

biomarker-based screening methods are non-invasive 

techniques and require less time to diagnose the disease. 

According to the previous studies by our group, amino acids 

can be selected as small biomarkers to screen and detect GC 

among the population. Saliva is a human fluid that can be 

collected accurately without any medical consideration [27] 

and is considered to have less interfering physiological 

chemicals [28]. Therefore, saliva diagnostic is a revolutionary 

approach for cancer detection [29]. In addition, Surface-

Enhanced Raman Sensors are the best candidate for such 

methodologies as they have the capability of single-molecule 

detection with signature fingerprint spectra [30].   

Machine Learning (ML) belongs to the Artificial 

Intelligence branch and relates the problem of learning from 

data samples to the general concept of inference [31], [32], 

[33]. In recent years, machine learning has shown tremendous 

attraction to the researchers. ML is playing a vital role in the 

development of technological advances in many fields. 

Particularly, medical researchers pay great attention to 

machine learning which has been used as a significant tool in 

the medical field.  These algorithms have the capability of 

detecting complex features from the datasets, which are very 

useful in predicting the type of cancer. The applications of 

ML techniques have shown that the accuracy of cancer 

prediction has been increased up to 15 -20 % in the last few 

years [34].  Machine Learning can be divided into two main 

categories, (i) supervised learning (ii) unsupervised learning. 

ML has also been proven to be an interesting area in 

biomedical research with many applications, where an 

acceptable generalization is obtained by searching through an 

n-dimensional space for a given set of biological samples, 

using different techniques and algorithms [35].  The ML 

process consists of two steps. Firstly, estimate the unknown 

dependencies from the original dataset, secondly, predict the 

output from the new data. Every sample is described with the 

help of several features, and these features may or may not be 

related. If we already know about the specification of the data, 

it then becomes easier for us to select the right tools and 

techniques for the particular dataset. Improvement of data 

quality and preprocessing steps are very important to make 

the analysis more stable and reliable. The quality of the 
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dataset may be affected due to noise, missing data, duplicate 

data, or biased data. The preprocessing steps lead us to 

improve the quality of the raw data. ML algorithms perform 

better when the dimensionality is reduced [36]. In this sense, 

ML algorithms serve as a set of tools utilized to facilitate 

prediction, pattern-recognition, and classification in cancer 

diagnosis. Machine Learning comprises of four steps, 

including collecting data, selecting the best model, training 

the selected model, and testing the model [37]. The ML 

algorithms are able to predict the sequence of genes which are 

responsible for cancer induction, and determine the 

prognostic [38], [39]. The use of machine learning algorithms 

to classify tumors is a very recent development in the medical 

field. The confusion matrix composed of training set, 

validation set, and test set. A good detection scheme will 

produce high positive rate and high negative rate. If the 

system is not properly trained it will produce high false-

positive rate and high false-negative rate [40]. In the last 

decade, different ML techniques and feature selection 

algorithms have been adopted by the researchers for the 

disease prediction, detection, and prognosis [41], [42], [43], 

[44], [45], [46]. Due to advances in the medical field, most of 

the diseases can be treated, but the treatment process is quite 

large, and people suffer a lot during these procedures. Fatal 

diseases, like cancer, HIV still need to be cured at early 

stages. Researchers are still focusing to provide solution for 

their early detection. If we detect fatal diseases in early stages, 

the high cure rates can be achieved.  

In our study, we used the classification method to 

distinguish gastric cancer patients from healthy persons. In 

this classification, we put each observation into the category 

by using a scaled conjugate gradient back propagation 

classifier.  The purpose of this study is to develop a classifier 

that determines whether the person has gastric cancer or the 

person is healthy by analyzing saliva samples. We developed 

an effective machine learning-based classifiers approach for 

the detection of gastric cancer.  

In results section, we stated the performance of each 

classifier. The performance of each classifier is stated in 

terms of confusion matrix and Receiver Operating 

Characteristics (ROC) curve. 

II. MATERIALS AND METHODS 

In this section, we will discuss the classification of gastric 

cancer and our proposed machine learning algorithm  

A. Surface-Enhanced Raman Scattering (SERS) 

Surface-Enhanced Raman Scattering (SERS) is the 

modified version of Raman technology, which enhances the 

Raman signal significantly to realize single-molecule 

detection. SERS sensors have some advantages over 

traditional Raman technology, which include high sensitivity, 

high efficiency and high volumes. Due to all these 

advantages, SERS technology has been widely used in 

laboratory material researches, chemical properties of the 

sample, life sciences, and industrial process control [47], 

[48], [49], [50], [51]. However, the Raman signal analysis is 

very difficult when the spectra containing contaminants 

including (1) sample and background fluorescence (2) cosmic 

rays, which drift the baseline. We need some preprocessing 

steps to sort out these problems.  

B. Dominant Features 

There were hundreds of biomarkers present in the human 

fluid. According to the previous studies, we found ten amino 

acids as biomarkers in the saliva which can distinguish the 

gastric cancer patients from the healthy person. In that study, 

we used the Mann Whitney U test to compare the metabolic 

level between GC patients and healthy person, and logistics 

regression to classify the data. All nineteen Raman bands and 

Table 1. The relation between the nineteen bands in Raman spectra as fingerprints and corresponding biomarkers. [21] 

Band No. 
Band position 

 (cm−1) 
Biomarkers Band No. 

Band position 

(cm−1) 
Biomarkers 

1 435 Gln, Hyl, Pro, Tyr 11 961 His, Glu, Pro, Tyr 

2 488 Tau, Gly, EtN, Hyl, Tyr 12 1037 Tau, EtN, Ala, Pro, Tyr 

3 530 Tau, Gln, His, Ala, Glu 13 1053 Tau, Gln, EtN, Hyl 

4 642 His, Ala, Pro, Tyr 14 1109 Tau, Gln, EtN, His, Ala 

5 725 Tau, Gln, His, Glu 15 1197 His, Hyl, Pro, Tyr 

6 781 Gln, Glu, Pro, Tyr 16 1222 Hyl, Pro, Tyr 

7 843 
Tau, EtN, His, Ala, Hyl, Pro, 

Tyr 
17 1450 

Tau, Gly Gln EtN, Ala, Glu, 

Hyl, Pro 

8 869 Gly, Gln, EtN, Glu, Hyl 18 1500 His 

9 917 Gln, Ala, Glu, Pro 19 1710 Gln 

10 933 His, Glu, Pro    
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corresponding ten amino acids as attributes are listed in Table 

I.     

C. Naïve Bayes Classifier 

The Bayesian method uses probabilities and statistics. All 

variables in NBC are conditionally independent of each other 

[52]. A model was determined by using the dataset. From the  

training data we have malignant (M) and benign (B), given 

representation A, and the probability of occurring event 1 and 

event 2 is carried out by P(A/B), P(A/M) respectively. 

P(A/M) is the probability that the sample is malignant type, 

and P(A/B) is the probability that the sample belongs to the 

benign class. The Bayesian classifier uses the Bayesian 

formula to calculate the probability of the specific event. 

 

 𝑝(𝑏|𝑚) =
𝑝(𝑚|𝑏)𝑝(𝑏)

𝑝(𝑚)
 (1) 

 

In equation (1), p(m) is the probability of the training data and 

p(b) is the probability of the event b occurring, whereas p (m 

| b) is the conditional probability of m, when b is given, p (b | 

m) is the conditional probability of b, when m is given. The 

Bayesian theorem was used to determine whether the input xi 

from the dataset X, belongs to the class sa or sm. The sa and sb 

represent two different classes.  

 

 𝑝(𝑥𝑖|𝑠𝑎)𝑃(𝑠𝑎) > 𝑃(𝑥𝑖|𝑠𝑏)𝑝(𝑠𝑏) (2) 
In equation (2) a and b are not equal and are representing two 

different positive integers.  

D. K-NN Classifier 

In classification, a non-parametric technique is used by the 

K-NN algorithm [53]. We have bi-dimensional feature space 

where A and C are the training vectors.  By using vectors, we 

want to classify the data c, which is a feature vector. The 

classification of data c depends upon the k nearest neighbors, 

k is a positive integer, and generally the value of k<5. The 

data was classified with the most number of votes presenting 

in the neighbors. The class of data c is very close to an 

element if k =1. We used the Euclidian method to calculate 

the distance between the neighboring vectors.  

 

The Euclidian distance was calculated by the following 

formula shown in (3). 

 

 

𝑑 =  √∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 (3) 

E. Support Vector Machines (SVM) Classifier 

Support Vector Machines (SVM) are the supervised 

machine learning algorithm. After the analysis, it classifies 

the data. SVM classifier is the best candidate for the binary 

classification due to its robustness and rapidness. SVM does 

not be affected by noisy data [54]. Hyperplane was found out 

in the first step of the SVM. A hyperplane is a line that divides 

the data into two separate classes. The hyperplane has an 

optimal linear distance between the classes so that the 

probability of making the wrong decision is very less. The 

support vectors are used for the creation of hyperplane. 

In this study, to avoid the possible problems associated 

with SVM with linear kernel, we have used four different 

types of SVM, including SVM, SVM with linear kernel, 

SVM with Polynomial Kernel and SVM with Sigmoid 

Kernel. SVM can predict unseen data accurately. For the 

given training data (xi, yi) for i = 1,….. N such that xiϵℝ, and 

yiϵ {-1,1}. We find out the following result. 

 
𝑓(𝑥𝑖) = {

≥ 0, 𝑤ℎ𝑒𝑛 𝑦𝑖 =  +1
< 0. 𝑤ℎ𝑒𝑛 𝑦𝑖 =  −1

 (4) 

 

Equation (5) was used to find the linear classification of 

the dataset. 

 

 𝑓(𝑥𝑖) = 𝜔𝑇𝑥𝑖 + 𝑏 (5) 
 

Here, ω is the weight vector, and b is the bias. Table II 

represents the parameters of the different SVM used in this 

study.  These parameters include the SVM type, SVM kernel, 

cost function, number of support vectors, and specific 

parameters of each type. Along-with these parameters, SVM 

with polynomial kernel with 3rd order degree polynomial was 

used to get the best performance, and two numbers of classes 

in each type of SVM.  

Table II. Parameters of four Support Vector Machine Methods 

SVM Type 

 

C-Classification 

 

C-Classification 

 

C-Classification 

 

C-Classification 

 

SVM Kernel Radial 
Linear 

 
Polynomial Sigmoid 

Cost value 1 

 

1 

 

1 1 

No. of support vectors 89 

 

55 

 

126 56 
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F. Proposed Artificial Neural Network 

A basic structure of feed-forward neural network with three 

layers has been shown in Fig. 2 with sigmoid hidden and 

Softmax output neurons. Neural Network consists of three 

layers, which are the input layer, hidden layer, and output 

layer. The input layer brings the data into the system which 

only deals with the inputs. The input layer forwards the inputs  

to the hidden layer. The performance of the neural network 

depends upon the number of neurons present in the hidden 

layers. In machine learning, one or more layers, known as 

hidden layers, are added between input and output so that 

neurons can learn more complicated features.  

Gastric Cancer classification is a complex system. It was 

realized by a robust estimation methodology. Neural Network 

algorithm was used to solve this cancer classification 

problem. In this study, we have used the pattern classification 

method for the prediction and classification of gastric cancer 

patients. Scaled conjugate gradient back propagation was 

used for the training of the artificial network classifier. This 

algorithm comprises of two parts. Firstly, it uses a scaled 

conjugate gradient method to search the optimal distance. 

Secondly, it uses back propagation for error reduction. This 

algorithm is computationally fast as it does not perform line 

search at each iteration.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This algorithm requires the network response to all training 

inputs be computed several times for each search. The error 

value is checked at each iteration and the weight value is then 

updated [55]. It was designed in such a way so that it does not 

consume time while searching the line. Our proposed ANN 

algorithm comprises of two networks, back propagation and 

scaled conjugate gradient.  

The back propagation was used to minimize the error of 

the network. It uses an interaction to reduce the error. At each 

iteration, the output compares its updated weights with the 

previous updates. In this way, the error was reduced to a 

minimal value. The working diagram of the back propagation 

Neural Network is shown in Fig. 3. 

The input vector is {x1, x2,……..,xp}, the hidden layer 

vector consists of h1 and h2, the output layer vector is 

composed of y1 and y2. Equations (6) and (7) shows the output 

of each hidden layer. h1 is the output of the first hidden layer, 

whereas the h2 represents the output of the second hidden 

layer.  The weight vector {w1, w2,……,wp} represents the 

weights, which are multiplied by the input vector to produce 

the output of the hidden layer. 

 

 ℎ1 = 𝑓(𝑥1 ∗ 𝜔1 + 𝑥2 ∗ 𝜔3 + 𝑏1) (6) 

 ℎ2 = 𝑓(𝑥2 ∗ 𝜔4 + 𝑥1 ∗ 𝜔2 + 𝑏1) (7) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.  Basic Structure of Artificial Neural Network  
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The output of the hidden layer acts as an input of the output 

layer. Equations (8) and (9) represents the output of the 1st 

output layer and 2nd output layer, respectively.  

 𝑦
1

= 𝑓(ℎ1 ∗ 𝜔5 + ℎ2 ∗ 𝜔7 + 𝑏2) (8) 

 𝑦
2

= 𝑓(ℎ1 ∗ 𝜔6 + ℎ2 ∗ 𝜔8 + 𝑏2) (9) 

 

y1 is the output of the first output layer, whereas the y2 is 

the output of the second output layer.  f(.) is the sigmoid 

function, which was chosen for the activation function. The 

sigmoid function was selected for feedforward neural 

networks [50]. The output produced by this function is only 

positive values. The sigmoid function is shown in (10). 

 ∅(𝑥) =
1

1 + 𝑒−𝑥
 (10) 

The back propagation minimizes the error of the neural 

network which is defined as in (11): 

 𝐸 =
1

2
 ∑ (𝑡𝑝 − 𝑦𝑝)

𝑇
(𝑡𝑝 − 𝑦𝑝)

𝑝
 (11) 

Here, E is the error induced in the network, tp is the targeted 

output, yp is the output of the network, T shows the transpose 

of the matrix.  

The second part of the algorithm is a scaled conjugate 

gradient. We developed the Scaled Conjugate Gradient 

(SCG) network, which trains the multilayer feedforward 

neural network. It has a faster convergence rate. In this 

technique, a search process was carried out along conjugate 

directions. New steepest descent direction was combined  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

with previous search direction, these two directions are 

conjugate to each other. The new steepest descent direction 

was calculated by these two directions in each iteration. 

Equations (12) and (13) were used to find out the weight 

changes in successive steps. 

 

 𝜔𝑡+1 =  𝜔𝑡 +  𝛼𝑡𝑑𝑡 (12) 

 𝑑𝑡 = 𝑔
𝑡

+  𝛽
𝑡
𝑑𝑡−1 (13) 

 

Here, dt and dt-1 are the conjugate directions in succeeding 

iterations. The coefficient ɑt is used to find the step size, and 

βt is used to determine the search direction, gt and gt-1 are the 

corresponding gradient directions. We have used a scaled 

conjugate gradient back propagation algorithm for the 

training of the ANN in this study. The steps of the algorithm 

are shown in Table III [55]. 

 

Table III. Scaled Conjugate Gradient Back propagation 

steps for Gastric Cancer Classification  

Step 1. Split data into two sets, one contains cancer features,  

second contains cancer targets 

Step 2. Initialize the model with Random weights 

Step 3. Calculate the output of the network 

Step 4. Calculate the error  between actual output and 

targeted output 

Step 5. Calculate the network back propagates error 

Step 6. Minimize error by adjusting weights 

Step 7. Repeat steps 3 to 6, until error is acceptable 

 

 
Fig. 3.  Working diagram of back propagation Neural Network 
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This neural network uses a global and multivariate 

function, which minimizes the error. This function depending 

on the weights in the network is equivalent to an optimization 

point of view learning in a neural network. The training of the 

algorithm stopped if the network reached the maximum 

number of epochs or execution time exceeded the maximum 

limit. The output layer is the last layer of the network, 

producing the result of this classifier.  

G. Classifier Performance Testing 

Once the classification model is prepared, several 

parameters are used to evaluate the performance of the trained 

model. Accuracy, AUC (Area Under Curve), Cross-Entropy, 

Receiver Operating Characteristics (ROC), Specificity, and 

Selectivity are the most broadly used parameters. The overall 

performance of the classifier was assessed by the quantitative 

metrics of AUC and accuracy. Accuracy shows how many 

predictions are correctly presented on the targeted data. Cross 

entropy is used to evaluate the performance of the proposed 

ANN. It calculates the performance in the form of targets and 

outputs. If the value of the cross-entropy is smaller than the 

classification results, the performance of the classifier is 

good. The cross-entropy is calculated for a pair of target 

output elements. The classification outcome is represented by 

the ROC curve. These curves have been used to evaluate the 

predictive ability of the classifier. The performance of the 

system is measured with the following parameters. In our 

study, we have two outputs, which are healthy person or the 

cancer patient.  

True Positive (TP): When the person is a cancer patient, and 

the neural network also recognizes it as cancer patients.  

True Negative (TN): When the person is healthy, and the 

neural network also calculates it as healthy person.  

False Positive (FP): When a person was labeled as a healthy 

person, but the neural network classifies it as a cancer patient.  

False Negative (FN): When a person was labeled as a cancer 

patient, but the neural network predicts it as a healthy person.  

True positive is also known as sensitivity, which presents 

the ability of the classifier to identify the disease correctly. 

The true negative rate also called specificity, which is the 

ability of the classifier to identify those who do not possess 

the disease correctly. TN rate or specificity is a measure of 

the classifier to detect cancer patients. Selectivity measures 

the classifier’s ability to reject the false detection of a healthy 

person. The detection rate is defined as an average of 

sensitivity and specificity. These parameters are calculated 

from equations as shown in (14) - (17). 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (14) 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (15) 

 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (16) 

 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

2
 (17) 

The performance of each classifier was examined by ROC 

curves. Furthermore, ANN architecture was developed, 

trained and tested using routines written in MATLAB toolbox 

10.2 (The MathWorks, Natick MA). However, the routines of 

K-NN classifier, SVM classifier and NB classifier were 

written in the R-studio package. 

III. EXPERIMENTAL WORK 

A. Preparation of Dataset 

We prepared the dataset, which has to be in a suitable form 

for the machine learning algorithm. There are two hundred 

twenty (220) volunteers, who participated in this research 

work. We collected their saliva and prepared the dataset. 

There were twenty-two attributes in each saliva sample. Out 

of the twenty-two, nineteen were volatile biomarkers. We 

excluded the patient’s name, age, and gender, as this 

information is not to be feed in the classification algorithm. 

We found ten Amino biomarkers corresponding to nineteen 

SERS spectra fingerprint bands which were responsible for 

the distinguishing the cancer patients from the non-cancerous 

persons. Table IV shows the number of the person from each 

class. 

Table IV. Clinical Characteristics of Volunteers 

Group Number Age 

(Year) 

 

Gender 

(M : F) 

GC 104 53 ± 9 63 : 41 

 

Controls 116 35± 10 67: 49 
 

B. Data Preprocessing 

After collecting the saliva samples, several preprocessing 

steps were carried out for the preparation of the dataset. The 

data obtained from the Surface Enhanced Raman 

Spectroscopy, the data needs to be processed before further 

used. Pre-processing of Raman spectra is necessary for 

further steps. We reduced and eliminate the irrelevant, 

random, and systemic variations from the obtained data. As 

Fig. 4 describes, the complete flowchart of data pre-

processing steps.   

When the saliva hit the detector, spikes were originated, 

which is a single event. Spikes have positive peaks with 

narrow bandwidth. Spikes are random in time produced due 

to random positions on the sensors. As we know, the 

bandwidth of spike is much smaller with the comparison to 

the Raman spectra, we use this assumption and remove the 

spikes from the Raman data.  After removing the spikes from 

the data, we smoothened the data. As noise is random and it 

has a very high frequency than the Raman data. We wanted 

to remove this high-frequency signal which has degrade the 

information.  Several methods can be used for denoising the 

data including average filter, median filter. We used a median 

filter for the denoising purpose, which belongs to the non-

linear filter.  
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The median filter preserves edges while eliminating the 

noise effectively. By using the median filter, we have reduced 

the noise, and in consequence, the SNR has been improved to 

a great extent. We have used a second-order median filter 

which has defined by (18).   

 

 
𝑀 =  {

𝑥(𝑁 − 1)

2
                                𝑁 𝑖𝑠 𝑜𝑑𝑑

1

2
[𝑥 (

𝑁

2
) + 𝑥 (

𝑁

2
+ 1)]     𝑁 𝑖𝑠 𝑒𝑣𝑒𝑛

 

 

(18) 

Baseline correction is an essential part of the preprocessing 

of the Raman spectra to avoid overfitting problem, which 

produces negative values in the data or left-over background.   

Baseline correction does not cut down Raman band signal 

strength [56]. All the preprocessing steps were carried out 

using LabSpec software. As Fig. 5 shows, the Raman 

spectrum before and after the baseline correction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Parameters of proposed ANN 

We developed three different models during this study, and 

each of them has a different number of neurons in the hidden 

layer. In the second experiment, we developed an ANN using 

10 neurons in the hidden layer. For the third experiment, the 

number of neurons set to 10 for the first hidden layer and 20 

number of neurons for the second hidden layer. The 

parameters for single layer architecture and multilayer 

architecture based ANN is shown in Table V. 

The dataset consists of 220 samples, which was divided 

into three parts, training data, validation data, and test data. 

After the completion of the training of each classifier, the test 

data was used to evaluate the performance of each stated 

method. In last, we compared the performance of the 

proposed multilayer feedforward classifier with NB, SVM 

and K-NN classifiers. All the methods studied are presented 

in Table VI.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Preprocessing Steps of Raman Data 

 

 
Fig. 5.  Before and After Baseline Correction of the Input Sample 

 

 

Table V. Parameters for Single Layer and Multilayer Feedforward Neural Network 
Experiment 

No 

 

Number of Neurons in 1st 

Hidden  Layer 

Number of Neurons in 

2nd Hidden  Layer 

Number of Samples 

Training Data 

Number of Samples 

Validation Data 

 

 

Number of Samples 

Test Data 

1. 

 

10 - 154 33 

 

 

33 

2. 

 
10 20 154 33 

 

 

33 

 

Background 

Noise 

Subtraction 

Intensity 

Normalization 

Spectral and 

Intensity 

Normalization 

Spike Removal Denoising 

Raw Data 

Data Sample after 

baseline correction 
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Table VI. Neural Network Models for this study 

Acronyms Description 

 

NBC Naïve Bayes Classifier 

SVM Support Vector Machine 

K-NN K- Nearest Neighbor Classifier 

ANN Artificial Neural Network 

ML-ANN Multi-Layer Artificial Neural Network 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The pattern produced by amino acid biomarkers is an 

important parameter for the classification of gastric cancer 

patients. These SERS spectra bands of Amino acid 

biomarkers were used to distinguish gastric cancer patients 

from healthy persons. The raw data was collected from SERS 

and then converted into useful information. Two columns 

were selected from the complete data of the sensors. Software 

LabSpec was used to collect the useful information in the 

form of text files. These text files are then used in MATLAB 

as input files. Fig. 6 shows, the result of one saliva sample. 

On the abscissa and ordinate, we have the wavelength and the 

intensity respectively. The nineteen dominant features were 

extracted from each saliva sample. After preprocessing, the 

proposed model was applied to the dataset to discriminate the 

GC patients from healthy persons.  

In this study, the aim was to develop a good architecture for 

the GC classification from saliva samples using ANN. The 

performance of the proposed neural network was investigated 

under the impact of the number of neurons in the hidden layer. 

To justify the performance of the proposed methods, we 

compared the results of all the methods mentioned in Table 

VI. We used 187 samples to train and validate, and 33 

samples to test the neural network.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In first experiment, we developed some common 

techniques of data mining, which include Naive Bayes 

classifier, K-NN classifier and SVM with four different 

kernels. The SVM classifier with linear kernel based neural 

network performed well for the dataset and produced an 

accuracy of >89%, whereas the NB classifier produced an 

overall accuracy of 65.45%. As Fig. 7 shows, the ROC curve 

for six different data mining schemes.  

From Fig. 7, we can see that NBC and SVM with sigmoid 

kernel have the lowest area under the curve, and SVM with 

linear kernel has the maximum area under the curve, which is 

followed by K-NN classifier and SVM with polynomial 

kernel. We can conclude that among these data mining 

methods, SVM classifier with linear kernel can predicted 

malignant and healthy samples more accurately and 

effectively. Although, SVM classifier with polynomial based 

kernel has 100% sensitivity, but this model has misclassified 

27 malignant samples.   

 
Fig. 6.  Raman spectrum of Saliva Sample after data preprocessing 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7. ROC Curves of Data Mining Schemes for this study 
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In the second experiment, we developed a single layer 

ANN-based model to distinguish the GC patients from 

healthy persons. Once we completed the training of the 

model, we tested the developed model with the test data. The 

single hidden layer consists of 10 neurons. The single-layer 

ANN-based model has distinguished 89 GC samples and 101 

healthy samples accurately. However, the model has 

misclassified 15 samples from each class, producing an 

accuracy of 86.4%. In particular, the model has produced 

87.9% and 84.8% accuracy for training and test data, 

respectively. The sensitivity is 85.6%, specificity is 87.4% 

and detection rate is 86.5%. As Fig. 8 represents, the ROC 

curves for single layer based neural network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the third experiment, we developed multilayer 

feedforward neural network. The multilayer feedforward 

neural network has outperformed the other methods. As Fig. 

9 shows, that this model has produced an overall accuracy of 

92.3% and an accuracy of 90.9% on test data.  

This method produced a specificity of 90.2%, sensitivity of 

94.8%, selectivity of 88.5% and detection rate of 92.5%. This 

model has misclassified 17 samples, including 5 from the 

healthy persons and 12 from the GC patients. The multilayer 

feedforward neural network has outperformed the other state 

of art methods.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 8.  ROC Curves for single Layer Artificial Neural Network 
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Fig. 9. Confusiom Matrix for Multilayer Feedforward Neural NEtwork 

Table VII. Comparison of different state of art Neural Networks with Proposed Model for Gastric Cancer Classification 

Model Name 

 

Accuracy(%) Selectivity(%) Specificity(%) Sensitivity(%) Detection Rate(%) 

Logistic Regression [21] 

 

- - 87.7 80 - 

Nave Bayes Classifier 

 

65.45 41.3 87.01 74.1 80.56 

K-NN Classifier  

 

87.7 82.6 85.6 90.5 88.05 

SVM Classifier (Linear Kernel)  

 

89.54 88.4 89.7 89.3 89.5 

SVM Classifier (Radial Kernel)   

 

85 79.8 87.3 83.2 85.25 

SVM Classifier (Polynomial Kernel)   

 

87.7 74.03 81.1 100 90.5 

SVM Classifier (Sigmoid Kernel)  

 

69.6 61.5 70.3 68.9 69.6 

Single Layer ANN 

 

86.4 85.6 87.4 85.6 86.5 

Multilayer ANN  

 

92.27 88.5 90.2 94.8 92.5 
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Table VII summarized the results of all the methods that 

have been discussed in this study. We compare the results of 

this study with the previous results published for this dataset. 

The proposed architecture has performed exceptionally better 

than NB, SVM, K-NN, and Logistic Regression schemes.  

V. CONCLUSION 

In conclusion, ten Amino acid biomarkers were identified. 

The SRES spectra bands of these biomarkers were used to 

differentiate the GC patients from healthy persons using 

ANN. After extracting the dominant features from the amino 

acid biomarkers, an artificial neural network was developed.  

In classification, the sample data was classified into two 

predefined classes. Based on the above results, our proposed 

algorithm has produced an accuracy of 92.7%, specificity of 

90.2%, and selectivity of 88.5% using a feedforward neural 

network. The performance of the algorithm depends upon the 

Softmax and activation function.  

Furthermore, it was also observed that the performance of 

the proposed model depends upon the number of neurons and 

the number of hidden layers. We have classified Gastric 

Cancer using the saliva samples with high accuracy by 

developing a neural network architecture. This model was 

used to perform classification and prediction. Our trained 

model can also be used to classify the new data, which has 

not been seen yet. In this way, we can classify whether a new 

person is affected by cancer, or the person is healthy.   

In the coming years, we need to develop a procedure and 

system that widely acceptable to saliva sample analysis 

around the globe.  By developing such new emerging 

methods, we can reduce the number of cancer-related deaths. 

Not only the number of causalities will decrease, but also we 

can reduce the mortality rate which is currently very high.  
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