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Abstract—This paper studies the tracking control and constraint control problem of strict-feedback stochastic nonlinear system with input saturation constraint. First, a novel error transformation function is designed and applied to the design process of the prescribed performance controller, so that the steady-state and transient performance can be guaranteed and the error of the system can be effectively constrained. Then, an anti-trigonometric function is used to approach the system input function, in this way, the controller can be designed directly by backstepping technology. Next, the stability analysis proves that all the signals in the closed-loop system are uniform ultimately bounded (UUB) in probability. Lastly, the results of simulation further verify the effectiveness of the proposed method.
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I. INTRODUCTION

In the past few decades, great achievements have been made in the study of stochastic nonlinear systems by back-stepping technique [1]–[5] and approximation technology [6]–[12]. For example, for a class of strict-feedback stochastic nonlinear systems with respect to an unknown virtual control gain function, the author in [13] proposed an adaptive fuzzy control method and ensured that the tracking error converges to a small neighborhood and all the closed-loop signals are bounded in probability. In [14], Chen presented an adaptive asymptotic tracking controller for stochastic strict-feedback systems by introducing a novel gain suppressing inequality approach. Furthermore, adaptive fuzzy control method for stochastic nonlinear systems has been applied to many practical problems [15]–[17]. For example, in [15], adaptive fuzzy actuator fault compensation control has been studied for stochastic nonlinear system with unknown functions, unmeasurable states and actuator faults. In [17], the Takagi-Sugeno fuzzy system was used to establish the system model for the general electric XTE46 turbine engine, and the tracking performance of the system is guaranteed by the stable fault-tolerant adaptive fuzzy control method.

In many practical control processes, the transient and steady-state performance of the system is as important as the stability of the stochastic nonlinear system, so prescribed performance control (PPC) has become a research hotspot in recent years [18]–[23]. In [18]–[20], PPC was used to ensure the tracking performance, the steady-state and transient performance of the system content the requirement. Compared with [18]–[20], in [21] and [22], the Nussbaurn function was applied to eliminate the influence of uncertain control direction, then adaptive fuzzy PPC was applied to uncertain strict-feedback system with unknown control direction. Inspire by [18]–[22], in [23], the Nussbeum-type gain was introduced to eliminate the influence of unknown control direction, and the adaptive rate was constructed by prediction error to solve the approximate accuracy problem of generalized fuzzy hyperbolic model (GFHM), the prescribed performance tracking control of MIMO system with uncertain control direction was realized.

In practical system, due to the performance limitations of the actuator, nonlinear system with input constraint [24]–[29] has been widely mentioned recently. Typically, in [25], to solve the non-differentiable problem in saturated nonlinearity, a smooth nonlinear function was introduced to approximate it, and an adaptive tracking controller has been designed for a class of pure-feedback stochastic systems. Afterward, many papers further investigated other kinds of nonlinear systems with different input constraints, such as stochastic nonlinear system with dead-zone [27], and strict-feedback nonlinear system with time-delay [29].

Inspired by [18] and [25], this paper designs an adaptive prescribed performance controller for the strict-feedback stochastic nonlinear system with input constraints. The mainly contributions of this work are including:

1) The adaptive fuzzy prescribed performance control method is applied to solve the tracking control and constrain control problems of strict-feedback stochastic nonlinear system with input saturation constraints.

2) A new error transfer function in the form of logarithmic function is introduced into the controller design process, because of the existence of stochastic disturbance, the original error transfer function has to be reconstructed.

3) The simulation results show the effectiveness of the designed controller.
II. SYSTEM DESCRIPTIONS AND BASIC KNOWLEDGE

A. System descriptions

Let’s give some important definitions and assumptions first. A stochastic system is considered as follows:

\[ dx = f(x)dt + \varphi(x)d\omega, \forall x \in \mathbb{R}^n \]

where \( x \in \mathbb{R}^n \) is the state of the system, \( \omega \) is an \( r \)-dimensional independent standard Brownian motion, which defined on the complete probability space \( (\Omega, F, \mathbb{P}) \), \( f(\cdot) \) and \( \varphi(\cdot) : \mathbb{R}^r \rightarrow \mathbb{R}^r \) are all the unknown functions.

Definition 1. For any given \( V(x) \in C^2 \), associated with the stochastic differential (1), define the differential operator \( L \) as follows:

\[ LV = (\frac{\partial V}{\partial x})f + \frac{1}{2} Tr\left[h^T (\frac{\partial^2 V}{\partial x^2}) h\right] \]

where \( Tr(A) \) is the trace of matrix \( A \).

Remark 1. In the 11o correction term \( (1/2)Tr\{h^T (\frac{\partial^2 V}{\partial x^2}) h\} \), the second-order differential \( \frac{\partial^2 V}{\partial x^2} \) makes the design of controller very hard.

Assumption 1. The direction of function \( g_i(x_i), 1 \leq i \leq n-1 \) is certain, and positive constants \( b_{m1} \) and \( b_M \) are uncertain such that

\[ 0 < b_{m1} \leq |g_i(x_i)| \leq b_M < \infty \]

Assumption 2. For the function \( G_\delta \), there exist an unknown positive constant \( G_m \) such that

\[ 0 < G_m \leq G_\sigma < 1 \]

Remark 2. Without affecting the analysis, we can further suppose that \( g_i > 0 \). Denote \( b_m = \min\{b_{m1}, b_{m1}G_m\} \), one has

\[ b_m \leq g_i \leq b_M, \quad 1 \leq i \leq n-1 \]

\[ b_m \leq g_nG_\sigma \leq b_M \]

Consider a strict-feedback stochastic system with input saturation nonlinearity as follows:

\[ \begin{align*}
    dx_i &= (f_i(\bar{x}_i) + g_i(\bar{x}_i)x_{i+1}(t))dt + \varphi_i^T(x_i)d\omega \\
    dx_n &= (f_n(\bar{x}_n) + g_n(\bar{x}_n)u(t))dt + \varphi_n^T(x_n)d\omega \\
    y &= x_1 
\end{align*} \]

where \( \bar{x}_i = [x_1, x_2, \cdots, x_i]^T \in \mathbb{R}^i \) \((i = 1, 2, \cdots, n-1)\) and \( y \in \mathbb{R}^r \) are the state vector and the output of the system, respectively, \( g_i(\cdot) \) is an unknown smooth function, and \( u \) is the input of the system with asymmetric saturated nonlinear characteristics, it can be described by

\[ u(t) = S(v) = \begin{cases} 
    u_{\max}, v \geq u_{\max} \\
    v, u_{\min} < v < u_{\max} \\
    u_{\min}, v \leq u_{\min} 
\end{cases} \]

where \( v \) is the actual signal of input, \( u_{\max} > 0 \) and \( u_{\min} < 0 \) indicate the upper and lower bounds of input signal which are unknown constants. From (6), we know that when \( v = u_{\max} \) and \( v = u_{\min} \), there will be two non-differentiable points, which make the backstepping method unable to be applied to the construction of control signal. So we use a smooth curve to replace the original input function defined as follows:

\[ G(v) = \begin{cases} 
    u_{\max} \tanh(\frac{v}{u_{\max}}), v \geq 0 \\
    u_{\min} \tanh(\frac{v}{u_{\min}}), v < 0 \\
    u_{\max} \left(1 - \tanh(\frac{v}{u_{\max}})\right), v \geq 0 \\
    u_{\min} \left(1 - \tanh(\frac{v}{u_{\min}})\right), v < 0 
\end{cases} \]

(7)

Then, \( S(v) \) in (6) will become:

\[ u = S(v) = G(v) + h(v) \]

(8)

where \( G(v) = G_\sigma v \) and \( G_\sigma \) is expressed as follows:

\[ G_\sigma = \frac{\partial G(v)}{\partial v} \left|_{v=v_\sigma}\right. = \sigma v, 0 < \sigma < 1 \]

(9)

we have the function as follows

\[ S(v) = G_\sigma v + h(v) \]

(10)

where \( h(v) = S(v) - G(v) \) is a bounded function expressed by

\[ |h(v)| = |S(v) - G(v)| \leq \max\{u_{\max}(1 - \tanh(1)), u_{\min}(1 - \tanh(1))\} = B \]

(11)

Substituting (10) into (5) result in

\[ \begin{align*}
    dx_i &= (f_i(\bar{x}_i) + g_i(\bar{x}_i)x_{i+1}(t))dt + \varphi_i^T(\bar{x}_i)d\omega \\
    dx_n &= (f_n(\bar{x}_n) + g_nG_\sigma v + g_n(h(v))dt + \varphi_n^T(\bar{x}_n)d\omega 
\end{align*} \]

(12)

B. Prescribed performance control

In this section, backstepping technology will be applied to the design of the controller. For the ith subsystem, let’s define the virtual control signal \( \alpha_i \) and control input \( v \) as

\[ \alpha_i = -\frac{k_i}{4}(a_i + \frac{c_1}{4} + \frac{k_i^2}{2c_1})^2 \psi_i^T \psi_i \]

(13)

where \( \psi_i \) is the function of \([x_1, y_1, \cdots, x_i, \cdots, x_n]^T \) and \( \alpha_i \) is the function of \([x_1, \theta, y_1, \cdots, x_i, \cdots, x_n]^T \), \( a_i, c_1 \) and \( c_1 \) are designed positive constants,

\[ \alpha_i = -(a_i + \frac{3}{4})z_i = -\frac{1}{2c_1}z_i^2 \psi_i^T \psi_i 
\]

(14)

\[ \alpha_n = v = -(a_n + \frac{3}{4} \Theta^2)z_n - \frac{1}{2c_1}z_n^2 \psi_n^T \psi_n 
\]

(15)

\( \psi_i \) is the function of \([\bar{x}_i, \bar{\theta}, y_1, \cdots, y_i, \cdots, y_n]^T \) and \( \alpha_i \) is the function of \([\bar{x}_i, \bar{\theta}, y_1, \cdots, y_i, \cdots, y_n]^T \), \( \Theta, a_i, c_i \), \( i = 2, 3, \cdots, n \) are designed positive constants, \( \bar{\theta} \) is an unknown constant representing the estimated value of \( \theta \), which is defined as follows:

\[ \theta = \max_{1 \leq i \leq n} \left\{ \frac{1}{b_i} ||W_i^\ast|| \right\} \]

(16)

The adaptive laws is defined as follows:

\[ \dot{\theta} = \frac{\gamma}{2c_1} \psi_1^T \psi_1 + \sum_{i=2}^{n} \frac{\gamma}{2c_i} \psi_i^T \psi_i - \delta \]

(17)
The state error are defined as follows:
\[ z_1 = x_1 - y_d, \]
\[ z_i = x_i - \alpha_{i-1}, \quad i = 2, 3, \cdots, n \]  
where \( y_d \) is the control objective. The boundary function of state error \( z_1 \) is defined as follows:
\[ \rho_1 = (\rho_0 - \rho_\infty)e^{-\epsilon t} + \rho_\infty, \]  
where \( \rho_0 > \rho_\infty \), where \( \rho_0 \) is the initial value of the boundary and the maximum value allowed by state error \( z_1, \rho_\infty \), is the final value of the boundary and the maximum value allowed by the preset steady-state error, \( \phi \) is the preset boundary convergence rate, which can determine the adjustment time of the system, the above three parameters are preset positive constants. The initial state error \( z_i(0) \) of the system should satisfy the condition \( |z_i(0)| < |\rho_0| \). For the sake of making the system (5) stable and making the state error \( z_i \) satisfy the preset, we design a new error transformation functin as follows:
\[ \kappa_1 = \ln\left(\frac{\rho_1 + z_1}{\rho_1 - z_1}\right) \]  
and its time-derivative is
\[ d\kappa_1 = \Gamma_1(f_1 + g_1x_2 - y_d - \frac{z_1\rho_1}{\rho_1})dt + \Gamma_1\dot{\psi}_1^T d\omega \]  
where \( \Gamma_1 = \frac{2\rho_0}{\rho_1 - \rho_\infty} \).

**Lemma 1.** For all \((x, y) \in R^2\), we can have:
\[ xy \leq \frac{\eta^p}{p} |x|^p + \frac{1}{q\eta^q} |y|^q \]  
where \( \eta > 0, p > 1, q > 1 \), and \((p - 1)(q - 1) = 1 \).

**III. CONTROLLER DESIGN**

**A. Controller design**

in the following, we will design the controller in \( n \) steps.

**Step 1:** A positive definite Lyapunov function is defined as follows:
\[ V_1 = \frac{1}{4}\kappa_1^4 + \frac{b_m}{2\gamma} \tilde{\theta}^2 \]  
By combining (2) and (21), the derivative of \( V_1(t) \) can be obtained
\[ LV_1 = \kappa_1^3\Gamma_1(f_1 + g_1x_2 - y_d - \frac{z_1\rho_1}{\rho_1}) \]
\[ + \frac{3}{2}\kappa_1^2||\Gamma_1\dot{\psi}_1||^2 - \frac{b_m}{\gamma} \tilde{\theta} \dot{\theta} \]  
Based on Lemma 1, it is not hard to obtain that
\[ \frac{3}{4}\kappa_1^2||\Gamma_1\dot{\psi}_1||^2 \leq \frac{3}{4}\kappa_1^2||\Gamma_1\dot{\psi}_1||^2 + \frac{3\gamma^2}{4} \]  
where \( l_i (i = 1, 2, \ldots, n) \) are positive design parameters. Using this inequality into (24) gives
\[ LV_1 \leq \kappa_1^3\Gamma_1(f_1 + g_1x_2 - y_d - \frac{z_1\rho_1}{\rho_1}) \]
\[ + \frac{3}{4}\kappa_1^2||\Gamma_1\dot{\psi}_1||^2 + \frac{3\gamma^2}{4} - \frac{b_m}{\gamma} \tilde{\theta} \dot{\theta} \]  
\[ \leq \kappa_1^3\Gamma_1g_1x_2 + \kappa_1^3F_1 - \frac{3}{4}\kappa_1^4 + \frac{3\gamma^2}{4} - \frac{b_m}{\gamma} \tilde{\theta} \dot{\theta} \]  
where \( F_1 = \Gamma_1(f_1 - y_d - \frac{z_1\rho_1}{\rho_1}) + \frac{3\gamma^2}{4}\kappa_1^2||\Gamma_1\dot{\psi}_1||^2 + \frac{3\gamma^2}{4}\kappa_1 \). Since \( F_1 \) include the unknown functions \( f_1(x_1), F_1 \) cannot be used to design virtual control signal \( \alpha_1 \). By employing a fuzzy logic system \( W_i^T \psi_i(Z_i) \) to approximate \( F_1 \), where \( Z_i = [x_1, y_r, y_r, \rho_1, \rho_1]^T \in \Omega Z_i \subset R^7 \), \( F_1 \) can be expressed as
\[ F_1 = W_i^T \psi_i(Z_i) + \tau_1(Z_i), |\tau_1(Z_i)| \leq \tilde{\tau}_1 \]  
where \( \tau_1(Z_i) \) and \( \tilde{\tau}_1 \) are the approximation error and a given positive constant respectively. By Young’s inequality, one has
\[ \kappa_1^3F_1 \leq \frac{1}{2\gamma^2}\kappa_1^4||W_i^T \psi_i||^2 \psi_i^T \psi_1 + \frac{c_1^2}{2} + \frac{3\kappa_1^4}{4} + \frac{\tilde{\tau}_1^4}{4} \]  
\[ \leq \frac{b_m}{2\gamma^2}\kappa_1^4\psi_i^T \psi_1 + \frac{c_1^2}{2} + \frac{3\kappa_1^4}{4} + \frac{\tilde{\tau}_1^4}{4} \]  
\[ \leq \kappa_1^3\Gamma_1g_1 \alpha_1 \leq -a_1b_m \kappa_1^4 - \frac{3}{4}g_1\kappa_1^4 - \frac{b_m}{2\gamma^2}\kappa_1^4\psi_i^T \psi_1 \]  
Based on Lemma 1
\[ \kappa_1^3\Gamma_1g_1z_2 \leq \frac{3}{4}g_1\kappa_1^4 + \frac{1}{4}b_M(\Gamma_1z_2)^4 \]  
so we have
\[ LV_1 \leq \frac{b_m}{2\gamma^2}\kappa_1^4\psi_i^T \psi_1 + \frac{c_1^2}{2} - a_1b_m \kappa_1^4 + \frac{\tilde{\tau}_1^4}{4} \]  
\[ + \frac{1}{4}b_M(\Gamma_1z_2)^4 + \frac{b_m}{2\gamma^2}\kappa_1^4\psi_i^T \psi_1 + \frac{3\gamma^2}{4} \]  
\[ - \frac{b_m}{\gamma} \tilde{\theta} \dot{\theta} \]  
\[ \leq -a_1b_m \kappa_1^4 + \frac{1}{4}b_M(\Gamma_1z_2)^4 + \omega_1 \]  
\[ + \frac{b_m}{\gamma} \tilde{\theta} \left( \frac{\gamma}{2\gamma}\kappa_1^4\psi_i^T \psi_1 - \dot{\theta} \right) \]  
where \( \omega_1 = \frac{c_1^2}{2} + \frac{3\gamma^2}{4} + \frac{\tilde{\tau}_1^4}{4} \).

**Step 2:** According to the \( z_2 = x_2 - \alpha_1 \), we have
\[ d\omega_2 = (g_2x_3 + f_2 - L\alpha_1)dt + (\varphi_2 - \frac{\partial\alpha_1}{\partial x_1} \varphi_1)T d\omega \]  
where
\[ L\alpha_1 = \frac{\partial\alpha_1}{\partial x_1}(g_1x_2 + f_1) + \sum_{i=0}^{n} \frac{\partial\alpha_1}{\partial y_{d_{(i+1)}}} y_{d_{(i+1)}} + \sum_{i=0}^{n} \frac{\partial\alpha_1}{\partial y_{d_{(i+1)}}} y_{d_{(i+1)}} \]  
\[ + \frac{\partial\alpha_1}{\partial \dot{\psi}_1} + \frac{1}{2} \frac{\partial^2\alpha_1}{\partial \dot{\psi}_1^2} \varphi_1 \]  
We can define Lyapunov function as follows:
\[ V_2 = V_1 + \frac{1}{4}z_2^4 \]  
By combining (30), (31) and Itô formula, the time derivative of \( V_2 \) is
\[ LV_2 \leq -a_1b_m \kappa_1^4 + \omega_1 + \frac{b_m}{\gamma} \tilde{\theta} \left( \frac{\gamma}{2\gamma}\kappa_1^4\psi_i^T \psi_1 - \dot{\theta} \right) \]  
\[ + \frac{3}{2}\varphi_2^2 + \frac{b_m}{\gamma} \tilde{\theta} \left( \frac{\gamma}{2\gamma}\kappa_1^4\psi_i^T \psi_1 - \dot{\theta} \right) \]  
\[ + \frac{3}{2}\varphi_2^2 (\varphi_2 - \frac{\partial\alpha_1}{\partial x_1} \varphi_1)^T (\varphi_2 - \frac{\partial\alpha_1}{\partial x_1} \varphi_1) \]
Similar to step 1, we can have
\[
LV_2 \leq -a_1 b_m \kappa_1^4 + \varpi_1 + \frac{3}{4} z_2^2 g_2 x_3 + z_2^2 F_2 \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} - \frac{3}{4} z_2^2
\]  
(34)

where \( F_2 = f_2 + \frac{3}{4} z_2 \left| \frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta} \right| \) and \( \frac{\partial \alpha_1}{\partial \theta} z_2^2 = \frac{3}{4} z_2^2 g_2^2 \alpha_2 + 2 \frac{2}{3} - \frac{2}{4} + \frac{1}{4} \theta^1 
\)

Apply the same estimation method as (26). We can get the following inequality
\[
z_2^2 F_2 \leq \frac{b_m}{2e_{2i}} z_2^2 \theta \psi_1^T \psi_1 + \frac{c_2^2}{4} + \frac{3z_2^2}{4} + \frac{1}{4} \theta^1 
\]  
(35)

By substituting (35) and \( z_3 = z_2 + \alpha_2 \) into (34), we have
\[
LV_2 \leq -a_1 b_m \kappa_1^4 + \varpi_1 - \frac{\partial \alpha_1}{\partial \theta} z_2^3 \sum_{i=1}^{n} \frac{\gamma}{2e_{2i}} z_2^2 \psi_1^T \psi_1 \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} + \frac{b_m}{2e_{2i}} z_2^2 \theta \psi_1^T \psi_1 + \frac{c_2^2}{4} - \frac{2}{3} + \frac{4}{4} \theta^1 
\]  
(36)

Base on Lemma 1, we have
\[
z_2^2 g_2 \alpha_2 \leq -a_2 b_m z_2^2 + \frac{3}{4} g_2 z_2^4 - \frac{b_m}{2e_{2i}} \theta \psi_1^T \psi_1 
\]  
(37)

By substituting (37) and (38) into (36), we obtain \( LV_2 \) as
\[
LV_2 \leq -a_1 b_m \kappa_1^4 - a_2 b_m z_2^4 + \frac{1}{4} b_m z_2^4 \sum_{j=1}^{n} \varpi_j \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} - \frac{3}{4} z_2^2 g_2 z_3 + \frac{1}{4} b_m z_3^4 
\]  
(39)

where \( \varpi_j = \frac{1}{4} c_2^2 + \frac{2}{3} + \frac{1}{4} \theta^1 
\)

Step 1 (\( i = 3, 4, \ldots, n - 1 \)): By using \( z_i = x_i - \alpha_i - 1 \), we have
\[
dz_i = (g_i x_{i+1} + f_i - L \alpha_{i-1})dt \\
+ (\varphi_i - \frac{1}{\varpi_j} \sum_{j=1}^{n} \frac{\partial \alpha_{i-1}}{\partial x_j} \varphi_j) T \omega 
\]  
(40)

where
\[
L \alpha_{i-1} = \sum_{j=1}^{i-1} \frac{\partial \alpha_{i-1}}{\partial x_j} (g_j x_{j+1} + f_j) + \sum_{j=0}^{i-1} \frac{\partial \alpha_{i-1}}{\partial y_{d}} y_{d} \\
+ \sum_{j=0}^{i-1} \frac{\partial \alpha_{i-1}}{\partial \rho_1} (\varphi_j) + \frac{\partial \alpha_{i-1}}{\partial \theta} T \omega \\
+ \frac{1}{2} \sum_{p=1,q=1}^{i-1} \frac{\partial^{2} \alpha_{i-1}}{\partial x_p \partial x_q} \varphi_p \varphi_q 
\]

We can define Lyapunov function as follows:
\[
V_i = V_{i-1} + \frac{1}{4} z_i^4 
\]  
(41)

Base on Step 2, by iteration, we can obtain
\[
LV_{i-1} \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{i-1} a_j b_m z_j^4 + \sum_{j=1}^{i-1} \varpi_j + \frac{1}{4} b_M z_i^4 \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} + \frac{b_m}{2e_{2i}} z_2^2 \theta \psi_1^T \psi_1 + \frac{c_2^2}{4} \sum_{j=1}^{i-1} \varpi_j \\
- \sum_{m=1}^{i-2} \frac{\partial \alpha_{m}}{\partial \theta} z_{m+1} \sum_{j=1}^{n} \frac{\gamma}{2e_{2i}} z_2 \psi_1^T \psi_1 
\]  
(42)

Substitute \( LV_{i-1} \) into (41) and use the Itô formula, we have
\[
LV_i \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{i-1} a_j b_m z_j^4 + \sum_{j=1}^{i-1} \varpi_j \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} + \frac{b_m}{2e_{2i}} z_2^2 \theta \psi_1^T \psi_1 + \frac{c_2^2}{4} \sum_{j=1}^{i-1} \varpi_j \\
- \sum_{m=1}^{i-2} \frac{\partial \alpha_{m}}{\partial \theta} z_{m+1} \sum_{j=1}^{n} \frac{\gamma}{2e_{2i}} z_2 \psi_1^T \psi_1 
\]  
(43)

By repeating the previous two steps, we can have
\[
LV_i \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{i-1} a_j b_m z_j^4 + \sum_{j=1}^{i-1} \varpi_j \\
+ \frac{b_m \theta (\frac{\gamma}{2e_{2i}} \kappa_1 \psi_1^T \psi_1 - \hat{\theta})}{m} + \frac{b_m}{2e_{2i}} z_2^2 \theta \psi_1^T \psi_1 + \frac{c_2^2}{4} \sum_{j=1}^{i-1} \varpi_j \\
- \sum_{m=1}^{i-2} \frac{\partial \alpha_{m}}{\partial \theta} z_{m+1} \sum_{j=1}^{n} \frac{\gamma}{2e_{2i}} z_2 \psi_1^T \psi_1 
\]  
(44)
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By substituting (44) and \( x_i = z_i + \alpha_{i-1} \) into (43), we can have

\[
LV_i \leq -a_1 b_m k_1^4 - \sum_{j=2}^{i-1} a_j b_m z_j^4 + \sum_{j=1}^{i-1} \varpi_j + \sum_{m=1}^{i-1} \frac{\partial \alpha_m}{\partial \theta} z_{m+1}^3 + \sum_{j=i+1}^{n} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j - \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 + \sum_{j=2}^{i-1} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
+ \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} z_i^6 \theta_i^T \psi_i + z_i^3 g_i z_{i+1} + z_i^3 g_i \alpha_i \\
+ \frac{1}{4} z_i^4 + \frac{3}{4} \varpi_i + \frac{1}{4} \varpi_i^2
\]

Using the virtual control law, the following inequality can be obtained:

\[
z_i^3 g_i \alpha_i \leq -a_1 b_m z_i^4 + \frac{3}{4} g_i z_i^4 - \frac{b_m}{2 c_i^2} z_i^6 \theta_i^T \psi_i (46)
\]

Base on Lemma 1

\[
z_i^3 g_i z_{i+1} \leq \frac{3}{4} g_i z_i^4 + \frac{1}{4} b M z_{i+1} (47)
\]

By substituting (46) and (47) into (45), we can have

\[
LV_i \leq -a_1 b_m k_1^4 - \sum_{j=2}^{i} a_j b_m z_j^4 + \frac{1}{4} b M z_{i+1}^4 \\
- \sum_{m=1}^{i-1} \frac{\partial \alpha_m}{\partial \theta} z_{m+1}^3 + \sum_{j=i+1}^{n} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
+ \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 + \sum_{j=2}^{i-1} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
- \hat{\theta} + \sum_{j=1}^{i-1} \varpi_j
\]

where \( \varpi_j = \frac{1}{4} z_j^4 + \frac{1}{4} z_j^2 + \frac{1}{4} \varpi_j^2 \)

Step n: According to the \( z_n = x_n - \alpha_{n-1} \), we have

\[
dz_n = (g_n G \sigma v + g_n h + f_n - L \alpha_{n-1})dt + (\varpi_n - \sum_{j=1}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j}) T d\omega (49)
\]

where

\[
L \alpha_{n-1} = \sum_{j=1}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j} (g_j x_{j+1} + f_j) + \sum_{j=0}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j} (g_j x_{j+1} + f_j) \\
+ \sum_{j=0}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j} (g_j + \alpha_j) + \sum_{j=0}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j} (g_j + \alpha_j) \\
+ \frac{1}{2} \sum_{p=1}^{n-1} \frac{\partial^2 \alpha_n}{\partial \varphi_p \varphi_q} \varphi_p \varphi_q
\]

We can define Lyapunov function as follows:

\[
V_n = V_{n-1} + \frac{1}{2} z_n^4 (50)
\]

By substituting (46) into (48) and using Itô formula for (49), we have

\[
LV_n \leq -a_1 b_m k_1^4 - \sum_{j=2}^{n-1} a_j b_m z_j^4 + \sum_{j=1}^{n-1} \varpi_j + \sum_{m=1}^{n-1} \frac{\partial \alpha_m}{\partial \theta} z_{m+1}^3 + \sum_{j=2}^{n-1} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
+ \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 + \sum_{j=2}^{n-1} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
- \hat{\theta} + z_n^3 (g_n G \sigma v + g_n h + F_n) + \frac{3 c_n^2}{4} \\
- 3 \varpi_n
\]

where \( F_n = f_n + \frac{1}{4} b M z_n + \frac{3}{4} z_n^2 + \sum_{j=1}^{n-1} \frac{\partial \alpha_n}{\partial \varphi_j} (54) \)

Apply the same estimation method as (26). The following inequality can be obtained

\[
z_n^3 F_n \leq \frac{b_m}{2 c_n^2} z_n^6 \theta_n^T \psi_n + \frac{c_n^2}{4} + \frac{3 c_n^2}{4} + \frac{z_n^4}{4} (53)
\]

By substituting (53) into (52), we can have

\[
LV_n \leq -a_1 b_m k_1^4 - \sum_{j=2}^{n-1} a_j b_m z_j^4 + \sum_{j=1}^{n-1} \varpi_j + \sum_{m=1}^{n-1} \frac{\partial \alpha_m}{\partial \theta} z_{m+1}^3 + \sum_{j=2}^{n-1} \frac{\gamma}{2 c_i^2} z_j^6 \theta_j^T \psi_j \\
- \hat{\theta} + \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 + \sum_{j=2}^{n-1} \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 + \sum_{j=2}^{n-1} \frac{b_m \hat{\theta}}{\gamma} \frac{\gamma}{2 c_i^2} \kappa_1^4 \psi_1 \\
+ \frac{1}{2} z_n^2 + \frac{3}{4} \varpi_n + \frac{1}{4} \varpi_n^2
\]

Now by using the virtual control law in (15), the following inequality can be obtained:

\[
z_n^3 g_n G \sigma v \leq -a_1 b_m z_n^4 - \frac{3}{4 \Theta^2} g_n G \sigma z_n^4 - \frac{b_m}{2 c_n^2} \theta_n^T \psi_n (55)
\]

Base on Lemma 1

\[
z_n^3 g_n h \leq \frac{3}{4 \Theta^2} g_n G \sigma z_n^4 + \frac{b M}{4 b_m} \Theta^2 B^4 (56)
\]

where \( \Theta \) is a positive constant.
By substituting (55) and (56) into (54), we can have
\[
LV_n \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{n} a_j b_m z_j^4 + \sum_{j=1}^{n} \varpi_j \\
+ b_m \frac{\rho}{2} \frac{\gamma^4}{\gamma^2} \kappa_1^4 \psi^T \psi + \sum_{j=2}^{n} \frac{\gamma^4}{2c_j} z_j^4 \psi^T \psi_j \\
- \dot{\theta}^2 + b_M \frac{\theta^2}{\theta^2} \Omega^2 B^4
\]  
(57)
where \( \varpi_j = \frac{1}{\gamma^2} + \frac{1}{\gamma^2} + \frac{1}{\gamma^2} \).

Substituting adaptive laws (17) into (57)
\[
LV_n \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{n} a_j b_m z_j^4 + \sum_{j=1}^{n} \varpi_j \\
+ \frac{b_m}{\gamma} \frac{\theta^2}{2} - \dot{\theta}^2 + b_M \frac{\theta^2}{\theta^2} \Omega^2 B^4
\]  
(58)
By using the perfect square formula
\[
\dot{\theta}^2 \leq \frac{\theta^2}{2} - \frac{\dot{\theta}^2}{2}
\]  
(59)
Substituting (59) into (58), we obtain \( LV_n \) as
\[
LV_n \leq -a_1 b_m \kappa_1^4 - \sum_{j=2}^{n} a_j b_m z_j^4 + \sum_{j=1}^{n} \varpi_j \\
+ \frac{b_m}{\gamma} \frac{\theta^2}{2} - \frac{\dot{\theta}^2}{2} + b_M \frac{\theta^2}{\theta^2} \Omega^2 B^4
\]  
(60)
We define \( \Psi_0 \) as \( \Psi_0 = \frac{b_m \theta^2}{2\gamma} + \frac{b_M \theta^2 B^4}{4b_m} + \sum_{j=1}^{n} \varpi_j \), Define \( \Upsilon_0 \) as \( \Upsilon_0 = \min\{4b_m a_i, \delta, i = 1, 2, \ldots, n\} \), so (60) can be rewritten as
\[
LV_n \leq \Upsilon_0 V + \Psi_0
\]  
(61)

\[ \text{From the definition of } V(t) \text{ and (63), it implies that } V(t), \kappa_1, Z_i, \bar{\theta} \text{ and } x_i \text{ are bounded in probability. In addition, as } t \to \infty, \text{ we have } e^{-\gamma n^2 t} \to 0, \text{ we can obtain}
\]
\[
E(V(t)) \leq \frac{\Psi_0}{\Upsilon_0}
\]  
(64)
So, the constraint function \( \kappa_1 \), the error signal \( z_i, i = 2, 3, \ldots, n \) and \( \bar{\theta} \) ultimately converge to a compact set \( \Omega_2 \) given by (62), which means that all the signals of the system are uniformly ultimately bounded. In addition, in order to prove \( z_1 \) is bounded by the prescribed performance function \( \rho_1 \), recalling \( V_1 \) and (64) give
\[
E\left(\frac{z_1^2}{64(\rho_1^2 - z_1^2)}\right) \leq \frac{\Psi_0}{\Upsilon_0}
\]  
(65)
If let \( \sqrt{\Psi_0/\Upsilon_0} \leq 1/8 \), then we have \( E(z_1^2/(\rho_1^2 - z_1^2)) \leq 1 \) which implies
\[
E(2z_1^2) \leq \rho_1
\]  
(66)
Further, we have
\[
E(|z_1|) \leq |\rho_1|
\]  
(67)
which implies that the tracking error \( z_1 \) is bounded by the boundary function \( \rho_1 \) all the time in probability.

**Remark 3.** Based on the above proof, the designed adaptive controllers (13)-(15) with parameter update law (17) not only ensure that the tracking error do not violate the preset performance function, but also ensure that all signals of the closed-loop system are bounded.

**IV. SIMULATION**

Fig. 1: System output \( y(t) \) and reference signal \( y_d(t) \)

Fig. 2: Tracking error \( z_1(t) \) under \( \rho_1(t) \)
In order to prove the effectiveness of above results, consider a strict-feedback stochastic nonlinear system with input saturation as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 + 0.1\sin(x_1^2)\frac{d\omega}{dt}, \\
\dot{x}_2 &= -\frac{mg}{J}\cos(x_1) + \frac{1}{J}u + 0.1x_2\cos(x_1)\omega, \\
y &= x_1
\end{align*}
\]  

where \(x_1, x_2\) and \(l\) denote the angular position, relative angular velocity and the length of manipulator respectively; \(m\) is the load mass, \(g\) denotes the gravity, and \(J = \frac{1}{2}ml^2\) represents the inertia coefficient. \(y\) is the system output, \(u\) is the system input defined in (6), and we choose \(u_{max} = 50\) and \(u_{min} = -50\) as the limits of symmetric input saturation.

We select \(-7:5:3:1:0:1:3:5:7\) as nine fuzzy sets. The parameters of the boundary function are set as follows: the maximum allowable error is \(\rho_0 = 0.8\), the maximum allowable steady-state error is \(\rho_{\infty} = 0.06\), and the minimum convergence speed is \(\varrho = 1\). In this way, we can get the boundary function \(\rho_1 = (1 - 0.033)e^{-1.5} + 0.033\). The coordinate transformation \(z_1 = x_1 - \alpha_0\) with \(\alpha_0 = y_d\) and error transform function \(\kappa = \ln((\rho_1 + z_1)/(\rho_1 - z_1))\).

According to (13) and (15), we can define the virtual control signal and the actual control input as follows:

\[
\begin{align*}
\alpha_1 &= -\frac{\kappa_1}{\Gamma_1}(a_1 + \frac{3}{4} + \frac{\kappa_2^2}{2c_1}\frac{\partial}{\partial t}\psi^T_t\psi_t) \\
v &= -(a_2 + \frac{3}{4\Theta^2})z_2 - \frac{1}{2c_2^2}z_2^3\frac{\partial}{\partial t}\psi^T_t\psi_t
\end{align*}
\]

And the adaptive law is

\[
\dot{\theta} = \frac{\gamma}{2c_1^2}\psi^T_t\psi_t + \frac{\gamma}{2c_2^2}z_2^3\psi^T_t\psi_t - \delta\dot{\theta}
\]

where \(a_1, a_2, c_1, c_2, \Theta, \gamma\) and \(\delta\) appropriately selected positive parameters.

The model parameters are chosen as \(m = 5, g = 9.8, l = 0.25\). The control parameters are selected as \(a_1 = 80, a_2 = 80, c_1 = 100, c_2 = 80, \Theta = 1, \gamma = 1\) and \(\delta = 5.25\). The initial conditions are \([x_1(0), x_2(0)]^T = [0.2, -0.5]^T\) and \(\theta(0) = 0\). The objective function is \(y_d(t) = 0.5\sin(t)\). The tracking performance is shown in Fig.1. The tracking error and boundary function are shown in Fig.2. The adaptive law \(\dot{\theta}\) is shown in Fig.3. The actual control signals \(u(t)\) with saturation constraints are shown in Fig.4 and Fig.5 respectively. The state variable \(x_2\) is shown in Fig.6.

V. CONCLUSION

In this paper, a controller for strict-feedback stochastic nonlinear systems with input constraints has been designed. A modified prescribed performance constraint method has been proposed to achieve that the system error is constrained within the set boundary. The controller designed can keep all signals in the closed-loop system with bounded in probability, and the tracking error can be converged to any small neighborhood near the origin in the sense of quartic mean.
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