
 

  

Abstract— Object Recognition is a terminology used to refer 

to a collection of computer vision tasks that are involved in 

object identification in digital images and videos. In this paper, 

different object detection algorithms were implemented on 

Youtube object dataset. Each object detection algorithm has its 

own advantages and limitations which depend on the dataset 

used. It was observed that YOLO and SSD, being state-of-art 

algorithms, demonstrate better performance than other models 

on youtube video object dataset. SSD is better at detecting 

smaller objects. Centernet performs poorly on this dataset. 

 

 
Index Terms— Average Precision, CenterNet, DETR, Object 

Recognition, SSD, YOLO. 

 

I. INTRODUCTION 

Object Recognition is a terminology used to refer to a 

collection of computer vision tasks that are involved in 

object identification in digital images and videos. Object 

recognition includes tasks of both image classification and 

object detection. Image classification is a task of 

determining class of the objects present in the image and 

object detection means localizing the objects in an image. 

Localization here refers to finding the location of the objects 

in the image or video by drawing the bounding box around 

the objects. One extension to these tasks of computer vision 

is object segmentation where instead of bounding box, all 

the pixels of the objects are highlighted. In most of the 

computer vision systems, first task that is performed is 

object detection. Once the objects in a particular scene or an 

image is detected, it is possible to obtain more information 

about the object such as specific instance of the object, 

tracking of the object over a sequence and extracting further 

information about the object and also infer the presence of 

other objects in the same image and also other contextual 

information about the scene or the image. Applications of 
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object detection are wide in range which includes retrieval, 

robotics, consumer electronics etc. Even though the field of 

object detection has seen improvements over the years, it is 

still a open research area in computer vision. Each technique 

has its own advantages and disadvantages and the analyst 

can generally pick the strategy that suits their necessities 

best. 

II. LITERATURE REVIEW 

In [1], YOLO, faster-RCNN and fast-RCNN were used 

for people counting. Only YOLO is used and it is selected 

over the other algorithm because of low computation 

overhead. YOLO-PC outperforms YOLO as it re-trains and 

is capable of ignoring irrelevant objects. In [2], a YOLO 

based algorithm was designed for the purpose of pedestrian 

detection, with a new network structure called the Three 

Passthrough layers. This innovation solves the disappearing 

gradient problem causing inaccurate detections. It was also 

discovered that YOLOv2 struggles with small object 

detection due to the loss of the finer features of the input 

image due to downsampling. This issue, however, being 

resolved in the case of YOLOv3, the authors claim that 

YOLOv3 can improve the results further. In [3], YOLO was 

used to detect bones in the pelvic area, and it achieved better 

accuracy than fast-RCNN. The authors further claim that the 

results can be improved with the use of SSD or even 

YOLOv3. In [4], the authors tried real-time face detection 

using YOLO. YOLO was selected over SSD and faster-

RCNN because of its faster processing speed, with nearly 

the same accuracy as the other two. YOLOv3 succeeds 

where YOLOv2 fails, i.e, in detecting small objects. But, as 

the authors also found out, RetinaNet still surpasses 

YOLOv3 in that regard. 

For the purposes of fast video querying, the authors [5] 

proposed a new lightweight object detector FDet, which 

achieves 29.7 AP on COCO benchmark with lighter 

backbone as compared to YOLO or SSD. Anchor-free 

detectors are better than anchor-based detectors as they 

avoid complicated computation and hyper-parameters 

related to anchor boxes. However, this theory was 

invalidated by the authors as it was found that CenterNet 

(which is anchor-free) performed worse than other anchor-

based detectors. In [6], a fault detection technique for 

catenary systems using modified CenterNet achieved a 94 

accuracy on their dataset with ResNet-101 backbone. Their 

experiments show that CenterNet with a light backbone such 

as ResNet-34 can detect small targets with good accuracy 

and detection rate. Since current carrying rings are usually 

small targets, models like RetineNet can be used. In [7], 

CenterNet was used for the detection of intersection of 

roads. However, CenterNet was selected over YOLO, SSD 

and Faster-RCNN because of its high detection precision for 
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small targets. It achieved an accuracy of 96.2. Also it was 

shown that CenerNet takes a lot less time for training than 

other models (namely, YOLOv3, Faster-RCNN). Using the 

TIMIT corpus dataset, Center was used in [8], for phoneme 

recognition using transfer learning. It achieved 15.89 error 

rate. CenterNet achieves better than YOLOv3 in speech 

recognition tasks, as discovered by the authors. In [9], a new 

framework, Few-Shot Detector, FSD, based on meta 

learning, to avoid large training time needed for object 

detection. The proposed framework involves a meta-learner 

and an object detector. SSD was selected because of its 

simplicity and effective multiscale detection with auxiliary 

convolution structure.  

In [10], Mask-SSD and Mask-RCNN were used for 

instance segmentation and achieved almost similar 

performances. However, Mask-SSD’s inference time is less. 

It achieved an AP of 39.3 on the dataset. The authors 

demonstrated that single stage detection techniques can 

achieve the same accuracy as two stage techniques and have 

relatively low inference time. In [11], SSD was modified for 

the task of licence plate recognition. A lighter, custom 

backbone, which requires less parameters than VGG, was 

used for boosting the inference speed of the model. It 

achieved 99.79 segmentation and recognition accuracy on 

UCSD stills dataset. However, in [12], a new backbone for 

SSD was proposed, called DensenNet. DenseNet replaces 

the original feature extractor VGG16 and achieves a mAP of 

29.5 on the COCO dataset. The model requires exactly ½ 

and 1/9 of the total parameters as compared to SSD and 

Faster-RCNN. The author also introduced a feature-fusion 

module which improves the detection accuracy on small 

targets. 

III. METHODOLOGY AND MODEL ARCHITECTURES 

In this section we brief about the architectures of different 

models and algorithms used for performance analysis on the 

YouTube video object dataset. 

 

A. YOLO V3 

YOLOv3 has a 106 layer fully convolutional architecture 

which performs multilabel classification for objects detected 

in images. YOLOv3uses a variant of Darknet . The most 

prominent feature of v3 is that the detections are made at 

three different scales. 1x1 kernel is applied on the feature 

maps to perform object detection. The object detection is 

done by applying 1 x 1 detection kernels on feature maps. 

The shape of the detection kernel is 1 x 1 x (B x (5 + C) ), 

where B represents the number of bounding boxes predicted 

by a cell of the feature map, C represents the number of 

classes and 5 represents a object confidence and attributes of 

bounding boxes which are 4 in number. In YOLOv3trained 

on COCO, B = 3 and C = 80, so the kernel size is 1 x 1 x 

255. For our study we have used YOLOv3 pretrained on MS 

COCO dataset, with a backbone of darknet-53[13] as a 

feature extractor, in pre-processing step first the image is 

rescaled. In this step the shorter side is converted 512px 

keeping the aspect ratio intact. The input to the model is in 

the form of tensor arrays[14], which are obtained by 

normalizing the rescaled images. 

 

B. SSD 

Single Shot Multibox Detector is a one stage object 

detection algorithm i.e. it does not have any proposal 

generation. It is based on feed forward neural network and 

produces a fixed-size collection of bounding boxes with 

scores for each class. Predicting the category scores and box 

offsets for bounding boxes are the core of SSD. To achieve 

high detection accuracy prediction, feature maps of different 

scales are produced and separated by aspect ratio. Initially a 

standard neural network, used for images classification is 

used, truncated before the classification layer, this network 

is called the base network, then a neural network to produce 

detection is used with the default feature. 

In [15], SSD is implemented with VGG16 as the base 

network. But for our experiment we have used SSD with 

ResNet-50 as the base network. 

 

C. DETR 

Detection Transformer (DETR) [16] proposes a new 

Transformer based method for solving object-detection 

tasks. DETR views object detection as a direct set prediction 

problem. It is the first use of transformers as a central 

building block in object detection problems. Transformers 

have been used very effectively in sequential data problems 

such as NLP. Transformers rely on a simple mechanism 

known as attention. DETR performs a global reasoning on 

Image with help of the self-attention mechanism of 

transformers. DETR achieves almost the same accuracy as 

Faster-RCNN with a relatively simple pipeline.DETR 

employs a very simple architecture as compared to the 

current state-of-the-art models. It has three main 

components first is a CNN based feature extractor, then a 

Transformer encode-decoder and then a simple Feed 

Forward Network for making the final predictions. As 

explained in [17], like other object detectors DETR uses a 

CNN backbone for generation of a low-resolution input 

map. Then the spatial dimensions of the input map are 

collapsed into 1-dimension as the encoder takes sequential 

data. Each encoder consists of a self-attention module and 

Feed Forward Network encoders are input invariant. 

Decoder in the transformer decodes a N of input 

embeddings at each decoder layer. The input embeddings in 

the decoder are permutation invariant and each produce a 

different result. These input embeddings are referred to as 

object queries. These object queries are decoded into output 

embedding and that are then converted into class labels and 

bounding boxes. At the final stage a Feed Forward Network 

is used to make the final predictions.  

 

D. CenterNet 

CenterNet [17] is the successor of CornerNet [18]. The 

CornerNet, overcomes the limitations associated with 

anchor-boxes which are used frequently in many state-of-

the-art single-shot detectors. Anchor boxes are boxes of 

various sizes and aspect ratios and possess two major 

drawbacks: A large set of anchor boxes is required typically, 

and secondly, design becomes complicated because of the 

introduction of various hyperparameters. CornerNet uses a 

pair of corner-key points to represent the bounding box (the 

Engineering Letters, 29:2, EL_29_2_52

Volume 29, Issue 2: June 2021

 
______________________________________________________________________________________ 



 

top-left and bottom-right corners) of the object detected 

thereby simplifying the design. CenterNet improves over 

CornerNet by exploring the central part of a proposal, which 

is the region that is close to the geometric center of the 

object. This leads to another center keypoint in addition to 

the corner keypoints..The center keypoint helps the network 

by not misgrouping pairs of keypoints, and thus not 

generating extra bounding boxes overlapping with the 

boundary of the object but not containing it. 

The fundamental concept is that objects are treated as 

center points and thus eliminate any bounding boxes that do 

not contain these points. By forcing the model to detect the 

center point, the model ensures faster performance and 

improved accuracy as CenterNet simply extracts the center 

point per object without the need for post-processing or 

grouping in contrast to CornerNet. Furthermore, the original 

corner pooling was enhanced to cascade corner pooling 

which allows the algorithm to perceive internal information, 

by obtaining the max summed response in both the 

boundary and internal directions of objects on a feature map 

for predicting corners. For prediction of center keypoints, 

center pooling is used to calculate the max summed 

response in both the horizontal and vertical direction of 

center keypoint on a feature map.  

IV. RESULTS AND DISCUSSION 

A. Dataset 

The dataset used in our study is a subset YouTube Object 

Detection [20][21] dataset. The dataset is created from 

YouTube videos of 10 object classes of PASCAL VOC 

Challenge. Approximately, 1000 images for each of the 10 

classes were randomly sampled from the total of 720,000 

frames. 

B. Confusion Matrix 

A Confusion Matrix is a table used for describing the 

performance of classification model. In Multi-Class 

Confusion Matrix, the diagonal elements represent all the 

correct classification. From the Confusion Matrix the 

precision for any class say C, can be calculated as the ratio 

of the number of correct classification that is, value in the 

matrix at the intersection row C and column C to all the 

samples that are classified as class C, that can be calculated 

as the sum of all the values in row C. And recall for any 

class can be calculated as the ratio of number of correct 

classifications to the total number samples which are from 

class C which is the sum of all the values in the column C. 

Figures 1 to 4 shows the confusion matrixes obtained from 

our experiments. 

 
Figure 1: Confusion Matrix – SSD 

 

 
Figure 2: Confusion Matrix – YOLO V3 

 

 

 
                  Figure 3: Confusion Matrix – CenterNet        
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Figure 4: Confusion Matrix - DETR               

 

C. Mean Average Precision 

Location of the object is defined by the bounding box. 

For evaluation of detection performance, we have used 

PASCAL VOC Challenge metric, we first define 

Intersection over Union (IoU), Intersection over Union is a 

metric that evaluates the overlap between two bounding 

boxes. Suppose BGround-Truth be the original bounding 

boxes generated by humans and BPredicted is the bounding 

boxes predicted by the model. Intersection over union is 

defined as:  

 
 

Then, we define following cases for IOU : 

i) If IoU > 0.5 , Detection will be classified as True 

Positive. 

ii) If IoU < 0.5, Detection will be classified as False 

Positive. 

iii) If the detector fails to recognize the object present 

in the image. It is classified as False Negative. 

These three cases are then used in the calculation of 

Precision and Recall. Precision represents the percentage of 

correct predictions and Recall represents the percentage of 

True Positives among all the ground-truth labels.  

Using these metrics precision-recall curve for every class 

is plotted and the area under each curve is calculated, as the 

curve is piecewise-constant, and no approximations are 

needed. Area under each curve represents the values of 

Average Precision (AP) for that class. After mean of the all 

the AP values is calculated and this is the final mAP for that 

model, which will be used for the performance comparison. 

Figures 5 to 8 shows Average-Precision graphs of our 

experiment.  

 

Figure 5: Average-Precision for- SSD 

 

 
Figure 6: Average-Precision for- YOLO 

 

 
Figure 7: Average-Precision for- DETR 
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Figure 8: Average-Precision for- CenterNet 

 

Average Precision curves show that SSD has achieved 

best mAP on the dataset, followed by YOLOv3 and DETR 

with almost comparable performance, while CenterNet has 

achieved the lowest mAP. The bird class has high AP value 

for every model. This may be due to two factors, first 

relatively low variance for that class in the dataset taken. 

And secondly, because of higher quality frames compared to 

other classes. It is also observed that CenterNet has 

performed poorly on the images in which a single object 

covered a large area of the image or the images in which the 

object was not completely present in the frame. On the other 

hand, DETR has performed quite well on such images. On 

observing the average precision values for every model, we 

see that SSD and YOLO-v3 have performed well on every 

class and do not show any bias towards any class. While 

CenterNet has very good AP value for one class, others are 

relatively low. Finally the results are summarized in table 1. 

 

 

Table 1. Mean Avergae Precision of Models 

Model mAP 

CenterNet  32.20 % 

SSD  63.57 % 

YOLOV3  57.85 % 

DETR  55.37 % 
 

V. CONCLUSION 

YOLO and SSD, being state-of-art algorithms, 

demonstrate better performance than other models. SSD is 

actually better at detecting smaller objects. DETR, though 

being slightly inferior to SSD and YOLO, outperforms 

CenterNet by a long stride. However, it must be taken into 

account the limitations of CenterNet, which makes it unable 

to classify properly. It was also observed that some classes 

were easily recognized, and some were not. It can be 

concluded that the dataset presented variance in the classes 

on which the models were not previously trained, and some 

classes had the same distribution as the models had been 

trained to detect. Another finding of this study, at least for 

the dataset used in this study, is that some models tend to be 

better at detecting some classes and not others. Further study 

is required to say whether each and every model has a 

certain bias towards some classes.  
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