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Abstract—Intelligence, creativity, emotions, memory, and 
body movements are human activities controlled by the brain. 
While humans do an activity, the neural network in the brain 
produces an electrical current in the form of waves. Brainwaves 
are one of the biometric features that can be used to identify 
individual characteristics based on their activity and behavior 
patterns. Identifying individual characteristics requires a brain 
activity measurement using an Electroencephalogram (EEG). 
Measuring brainwaves requires a reliable, prominent, and 
constant activity stimulation by applying a series of cognitive 
tasks, such as the Culture Fair Intelligence Test (CFIT) and the 
Indonesian Competency Test (CT). This research aims to obtain 
relation patterns and accelerate the detection between brain 
concentration and learning outcomes. Beta signal acquisition is 
obtained from junior high school students while performing 
cognitive tasks. After data is obtained, the signal is extracted 
using the Fast Fourier Transform (FFT) to get its peak signal. 
The peak signal from FFT data on CFIT generated an average 
score of 0.214 with the category of Average. Meanwhile, the peak 
signal on CT generated an average score of 0.246 with the 
category "C+". K-Nearest Neighbor (KNN) algorithm is applied 
to identify patterns from extraction data with K-value=5; then, 
the accuracy is assessed using K-Fold Cross Validation with K-
value=11. The resulting accuracy is 94.59%. Based on the KNN 
classification results, students' learning outcomes are influenced 
by their concentration. This research has successfully shortened 
the CFIT evaluation time from three days to one day. 
 

Index Terms— Brainwaves, Electroencephalogram, 
Cognitive Task, Fast Fourier Transform, K-Nearest Neighbor 

I. INTRODUCTION 
echnology has been developed to help society in various 
fields, such as in education [1]–[3], business [4], culture 

[5], and health [6]–[9]. Many healthcare technologies have 
been developed, one of which is to help the process of 
identifying diseases suffered by patients with the help of 
medical devices such as Electroencephalogram (EEG) [6] and 
Electrocardiogram (ECG) [10]. EEG scans help doctors make 
decisions while diagnosing a patient's illness. EEG measures 
electrical patterns on the surface of the scalp that reflects 
cortical activity, commonly called brain waves. 

Study finding [7] revealed that the brain could record its 

electric current (in waves) at low currents without opening 
the skull and wrapping it on paper. EEG is developed and is 
rapidly used in many fields, especially in neurology, 
physiology, and psychology. In general, there are two types  
of EEG devices, namely the scalp EEG (mounted outside of 
the patient's head) and the intracranial EEG (mounted above 
the brain membrane, usually through a surgical process). 
Intracranial EEG (IEEG) is usually limitedly used in some 
instances, e.g., before surgery, to diagnose or map more parts 
of brain abnormalities. 

EEG connection with a computer or other devices can be 
wired or wireless [11]. EEG has very diverse applications. 
They can be applied in the healthcare systems, such as Brain-
Computer Interface (BCI) and robotics [12]. To this date, the 
most critical EEG application is in the healthcare systems. 
EEG is generally used in healthcare and medical systems to 
diagnose, monitor, and analyze brain disorders or how the 
brain works [12][13]. EEG is very commonly used to 
diagnose epilepsy [6]. EEG is also used to detect and analyze 
sleep disorders that indicate brain damage. EEG is also 
potential to be studied or conducted in therapy for children 
with Autism, Attention Deficit Hyperactivity Disorder 
(ADHD), or children who experience learning disabilities 
(Learning Disorder) [15]. 

Learning disorders are neurological disorders that affect 
concentration while receiving, processing, analyzing, or 
storing information [16]. Concentration has a major impact 
on children's learning process; it can be a causal factor of 
learning disorders. Children with learning disorders or low 
concentrations may have the same or even higher intelligence 
levels compared to their peers but often struggle to learn as 
fast as those around them. Some problems related to mental 
health and learning disorders are difficulties in reading, 
writing, spelling, remembering, reasoning, as well as motor 
skills, and problem-solving skills in mathematics. According 
to the National Joint Committee for Learning Disabilities 
(NJCLD), learning disorders are groups with various 
disorders that cause difficulties in listening, speaking, 
writing, analyzing, and solving problems [17]. Learning 
disabilities can cause depression because it is challenging to 
understand problems and find solutions. Children with 
learning disabilities cannot produce achievements from 
learning outcomes. However, it does not necessarily mean 
that children with learning disorders have a low level of 
intelligence.  

Based on the explanation above, the amount of time needed 
by a child to understand a problem indicates whether the child 
has learning difficulties or not. A psychological assessment 

K-Nearest Neighbor of Beta Signal Brainwave 
to Accelerate Detection of Concentration on 

Student Learning Outcomes 
Dimas Chaerul Ekty Saputra, Member, IAENG, Ahmad Azhari, Member, IAENG, Alfian Ma’arif, 

Member, IAENG 

T 

Manuscript received July 30, 2021; revised December 28, 2021.  
Dimas Chaerul Ekty Saputra is a master’s student of the Department of 

Biomedical Engineering, Graduate School, Universitas Gadjah Mada, 
Yogyakarta 55284, Indonesia (as a corresponding author; phone: 
+6281225763073, email: dimaschaerul2020@mail.ugm.ac.id). 

Ahmad Azhari is a lecturer of Department of Informatics, Faculty of 
Industrial Technology, Universitas Ahmad Dahlan, Yogyakarta 55191, 
Indonesia (email: ahmad.azhari@tif.uad.ac.id). 

Alfian Ma’arif is a lecturer of Department of Electrical Engineering, 
Faculty of Industrial Technology, Universitas Ahmad Dahlan, Yogyakarta 
55191, Indonesia (email: alfianmaarif@ee.uad.ac.id). 



Engineering Letters, 30:1, EL_30_1_38 

Volume 30, Issue 1: March 2022 

test, called the Culture Fair Intelligence Test (CFIT), can be 
carried out to determine how much the child's brain can 
overcome learning difficulties. This study tries to obtain a 
pattern of concentration in learning outcomes using the EEG 
Neurosky Mindwave Mobile 2 device, which will be mounted 
on the surface of the head without performing surgical 
operations so that it is possible to speed up the process of 
recording EEG signals. 

II. METHODS 
Section 2 will discuss the theoretical basis and methods 

used in this research. 

A. Block Diagram of Proposed Method 
This study has four research stages: data acquisition, FFT, 

classification, and evaluation. This research will use 
Neurosky Mindwave Mobile 2 as a signal data acquisition 
tool. Then, MATLAB will be used to perform FFT. After 
getting the features from FFT, the classification process will 
be carried out using KNN in Python. After the classification 
process is complete, the evaluation process will be carried out 
with K-Fold Cross Validation to determine the system's 
accuracy. The block diagram of the proposed research 
method can be seen in Fig. 1. 

 

 
Fig. 1. Proposed Research Method 

 

B. Brainwave Oscillations 
Brainwave is measured in two ways: measurement of 

amplitude and frequency. Amplitude is the magnitude of the 
power impulse measured in microvolt (µV) units. Frequency 
is the speed of power emissions measured in cycles per 
second or Hertz (Hz). The frequency of impulses determines 
the type of brain waves produced [18]. Waves generated by 
the brain during the activity can be divided into five EEG 
signal patterns: Alpha, Beta, Theta, Delta, and Gamma. Table 
1 shows the list of neural oscillations [19], including their 
respective types, brain conditions, and frequencies. 

Transmission activity during the EEG process will affect 
the pattern of brainwaves formation. In this study, 
concentration is the main focus of data collection. 
Concentration falls into the beta signal category because beta 
waves aim to help humans maintain focus when engaging in 
activities that require concentration [19]. The potential for 
electricity produced by the brain is less than 300 µV. Previous 
study findings [20] suggested that the magnitude of EEG 
signal is in the range of 50 to 100 µV. 

 
 

TABLE I  
OSCILLATIONS OF BRAINWAVE 

Wave 
Type 

Frequency 
Range Mental States 

Delta 0.5 - 4 Hz Deep sleep conditions without dreaming. 
Body rest phase. 

Theta 4 - 8 Hz Meditation, intimacy, and fantasy 
conditions. 

Alpha 8 - 15 Hz Conditions of relaxation and wakefulness. 
Beta 15 - 32 Hz Conditions of focus, thinking, and 

concentration (external attention). Body 
productivity phase. 

Gamma 32 - 50 Hz High mental activities such as fear, panic, 
and high concentration. 

C. K-Nearest Neighbor 
K-Nearest Neighbor is an algorithm used to classify data. 

The obtained data must be processed with distance 
measurements using Euclidean Distance to find the nearest 
neighbor [21][22]. The K values used in KNN are random and 
integer. The visualization of KNN can be seen in Fig. 2. 

 

 
Fig. 2. KNN Visualization 

 
If two data are already known (classified), then the class of 

data X can be determined by looking at the nearest K. For 
example, when the K = 3 (inside the smallest circle), it can be 
known that the class of three-nearest neighbors of X are red, 
green, green. Because 80% of the nearest neighbors are 
classified as green, the class prediction of data X is green. 
Whereas, if K = 7 (inside the bigger circle), then the class of 
the seven-closest neighbors of data X is red, red, red, red, 
green, green, green. So, the predicted class of data X is red. 
In other words, the KNN algorithm is an algorithm for 
classification based on the most dominant class based on the 
specified value of K.  

 
Pseudo-Code for KNN: 

• Training algorithm 
1. For each classless training data, add the 

example to the list of Training Dataset. 
• Classification algorithm 

1. Specify a value of K 
2. Calculate the distance using the Euclidean 

distance formula 
3. Sort the distance based on the closest distance 
4. Specify the closest distance according to the K 

number 
 
The first step in applying KNN is determining the K value 

that will be the number of neighbors for later calculation 
results. After determining the K value, the distance 
calculation will be done using equation (1). After calculating 

Class A 

Class B 
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the distance, the next step will be to sort the data according to 
the closest distance based on the specified value of K. After 
that stage is completed, the last stage will display the 
classification results according to the K value. 

 (1) 

where x1 and y1 are the value of testing data (data with class) 
and x2 and y2 are the value of training data (new classless 
data). 

D. Fast Fourier Transform 
The feature extraction is used to get the pattern of the tested 

signal [23]. Feature extraction is the initial process to carry 
out the process of classification and interpretation of signals 
[24][25]. This extraction process is related to the 
characteristics of the corresponding signal values. One of the 
extraction methods is the Fast Fourier Transform. Fourier 
Transform (FFT) is a source of algorithms to calculate 
Discrete Fourier Transform (DFT) quickly, efficiently, and 
vice versa [16][17]. FFT has been applied in various fields of 
digital signal processing and solved large numbers of 
differential equations. The primary classes of the FFT 
algorithm are Decimation in Time (DIT) and Decimation in 
Frequency (DIF). The outline word is interpreted quickly 
because the FFT formulation is faster than the previous 
Fourier Transform calculation method. One form of 
transformation commonly used to convert signals from the 
time-domain to the frequency-domain is the Fourier 
transform [28]. 

 
FFT in signal processing is related to frequency and period 
[29]: 

1. Frequency 

Frequency is the amount of pearlescence that occurs 
within one second or the number of waves/vibrations 
generated every second. 

2. Period 

The period is the length of time it takes to perform one 
perfect wave vibration. The relationship between 
frequency and period is inversely proportional.  

 
Pseudo-Code for FFT: 

1. Add raw signal as input that will be changed into a 
spectrum signal 

2. Get the maximum and minimum value of peak 
signal 

3. Calculate the average of the maximum and 
minimum peak signal 

4. Calculate the average of peak signal magnitudes 

E. Data Acquisition 
Data acquisition is the stage of data retrieval that will be 

used in research. The data used in this study are primary data. 
EEG tools are used to obtain brainwave data while 
respondents are given a stimulus, cognitive tasks [30]. Data 
acquisition in this study was carried out twice with a span of 
seven days on each iteration. In this process, data results were 
successfully obtained from 117 respondents. Respondents 
consisted of 58 males and 59 females aged 10-12 years old, 
from Muhammadiyah Junior High School 3 Yogyakarta, 
Indonesia. Respondents were willing to take CFIT and CT 

Indonesian tests and be paired with Mindwave Mobile 2 
Neurosky as an EEG recording tool while answering the test. 
The recording duration with EEG is 15 minutes for the CFIT 
test and 10 minutes for the CT Indonesian test.  

F. Culture Fair Intelligence Test 
Culture Fair Intelligence Test is a tool developed by R. B. 

Cattel in 1973. CFIT measures individual intelligence in a 
planned manner to reduce the influence of verbal proficiency, 
cultural climate, and education level. CFIT is used to measure 
crystallized ability (a cognitive capability accumulated for a 
certain amount of time, stored in long-term memory, and 
called out if needed [31]). This test is used for purposes 
related to generalized mental ability factors, intelligence, or 
concentration. CFIT scale division can be seen in Table 2. 
Some aspects measured in the CFIT sub-test can be seen in 
Table 3. The CFIT test classification is divided into seven 
types, as shown in Table 4 related to the CFIT IQ class [32]. 

TABLE II 
 SCALE OF CFIT 

Scale Description 
Scale 1 Age 4-8 and person with RM. There is no form about A and 

B. Scale 1 consists of eight subtests of T. 
Scale 2 Age 8-15 years. This test is intended for adults who have 

below-than-normal intelligence. The problem consists of two 
types: question A and B. Scale 2 consists of four T subtests. 

Scale 3 Third scale for the age of > 15 years (for high school age 
above). The test is aimed at adults with high intelligence. The 
problem consists of two types: A and B. Scale 3 consists of 
four T subtests. 

 
TABLE III 

SUBTEST OF CFIT 
Subtest Description 

Subtest 1 Systematical thinking, is the ability to think sequentially to 
understand a series of fundamental sustainable problems. 

Subtest 2 Sharp differentiation, is the ability to observe the details 
sharply and think critically to identify the problem. 

Subtest 3 Problems association, is the ability to analyze-syntheses to 
connect two or more similar problems. 

Subtest 4 Understanding the concept, is the ability to understand a 
principle to be applied to different situations. 

 
TABLE IV 

CFIT CLASS CATEGORIES BASED ON IQ SCORE 
Level IQ Score Category 

1 > 170 Genius 
2 140-169 Very Superior 
3 120-139 Superior 
4 110-119 High Average 
5 90-109 Average 
6 80-89 Low Average 
7 70-79 Borderline 
8 < 79 Mentally Defective 

 

G. Concentration 
Research [34] has stated that concentration is the ability to 

focus on an activity/excitement at a certain time. Several 
factors affect and inhibit a person's concentration. Table 5 
shows the Concentration Factor. 

TABLE V 
FACTOR OF CONCENTRATION 

Influence Retardant 
The level of interest in the 
activity. 

Too much activity. 

The readiness of one's mind an 
activity. 

Tension the activity. 

A person's ability to select 
relevant or irrelevant activities. 

Physical or psychic fatigue. 
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Concentration while studying and doing other activities is 
important because it is a major factor in achieving good study 
achievement. The environment can affect the ability to 
concentrate. Each person can have a different way of 
concentrating. Some people can concentrate while listening 
to music, studying in a crowd, or being with friends [33]. 
However, others may need to concentrate in a quiet and 
soundless environment or have a certain study habit. Sexual 
intercourse is also influential while concentrating on learning 
or doing activities. Addiction to playing gadgets can affect 
one's attitude and behavior. People addicted to gadgets will 
lose the passion and motivation to learn. Hence, it will also 
affect their level of concentration. 

III. RESULTS AND DISCUSSION 

A. Results 
1) Fast Fourier Transform and Normalized 

A feature extraction process will be performed on the 
collected EEG data to get the average peak-to-peak signal 
[35]. Feature extraction was done by applying the FFT 
method. This method allows the processed EEG data to get 
the amplitude peak of each signal. Fig. 3 shows the raw signal 
as the original brainwave signal. The X-axis represents time, 
and the Y-axis represents the amplitude of the signal. Fig. 4 
shows the signal spectrum processing, converting the original 
signal to a spectrum displaying amplitudes in a frequency 
function. In this figure, the X-axis represents the frequency 
(Hz), and Y-axis represents the amplitude. Meanwhile, Fig. 5 
shows the obtained peak signals and the process of getting the 
peak values. Similar to Fig. 6, the X-axis and Y-axis in Fig. 7 
represent frequency (Hz) and amplitude, respectively. 

 
Fig. 3. Raw Signal 

 

Fig. 4. Spectrum Signal 

 
Fig. 5. Peak Signal 

 

Fig. 6(a) shows the peak signal after FFT was performed. 
Meanwhile, Fig. 6(b) shows the result of the normalization 
process with a range of values from 0 to 1. Fig. 7(a) shows 
the removing process of unnecessary signal data with low 
frequency. Fig. 7(b) shows the final result after removing 
unnecessary signal data and determining the average signal 
peak with the highest peak as 1 and the lowest as 0. The 
normalization is applied to get the average amplitude of peak 
signals. 

 
(a) 

 
(b) 

Fig. 6 Peak Signal FFT (a) Before Normalized and (b) After Normalized 
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(a) 

 
(b) 

Fig. 7 Average Peak Process (a) Remove Unnecessary Signal and (b) Peak 
Signal 
 

2) Algorithm Performance 
The performance of the classification algorithm is 

generally examined by measuring the accuracy of the 
classification. In this study, K-Nearest Neighbor is 
applicable, and good results can be obtained. The algorithm 
is used to obtain a relation pattern and accelerate the detection 
of brain concentration and learning outcomes. It was 
classified with an accuracy of 94.59% using K-Fold Cross 
Validation with the value of K equal to 11, and 117 
participants were involved. 

B. Discussions 
A learning outcome is an essential part of learning. A 

student learning outcome is defined as a change in behavior 
as learning outcomes in a broader sense include cognitive, 
affective, and psychomotor fields. Research [36] also states 
that learning outcomes are the result of teaching and learning 
interactions. From the teacher's perspective, the act of 
teaching ends with the process of evaluating learning 
outcomes. From the student's side, learning outcomes are the 
end of teaching and the peak of the learning process. 
Benjamin S. Bloom [37] states six types of behavior in the 
cognitive category. In Fig. 8, we can see a description of 
Bloom's Taxonomy. 

 

 
Fig. 8. Bloom Taxonomy 

 

Based on the understanding of learning outcomes 
mentioned in Fig. 9, it can be concluded that learning 
outcomes are abilities possessed by students after receiving 
their learning experiences. Learning outcomes can be 
assessed through evaluation activities, which are aimed to 
obtain evidence indicating students' level of ability and 
understanding in achieving learning objectives. 

Fig. 10. Shows the Average Peak Signal. The maximum 
signal with a test using CFIT shows a value of 0.421, while 
the CFIT minimum signal is 0.112. Test results with CT have 
a maximum average value of 0.471 and a minimum average 
value using CT of 0. The average concentration obtained in 
subjects tested under CFIT shows a value of 0.214, and the 
average concentration tested with CT shows a value of 0.246. 
So, it can be concluded that the subject has a low 
concentration level. In Fig. 11(a), the CFIT score shows the 
highest score as 154, and the lowest score is 52, with an 
average CFIT score of 93. Based on the obtained results, the 
subject has a low analytical ability, which affects the subject's 
tendency to solve the problem. In Fig. 11(b), the CT score 
shows the highest score in CT is 90, and the lowest score is 
30, with an average CT score of 57. The test items are the last 
seven items used to measure the subject's readiness to conduct 
the Final Examination. The average CT score has a low 
tendency, so it needs to be evaluated to prepare subjects to get 
maximum results during the Final Examination. 

 
Fig. 9. Average Peak Signal: Concentration (CFIT) and Competency Test 
(CT) 
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(a) 

 
(b) 

Fig. 10. IQ Test Results (a) CFIT (b) Competency Test 

 
Fig. 11. Classification of IQ Scores 

 
Based on Fig. 11, most of the tested participants are in 

Average classification, with 49 participants belonging to this 
category. Meanwhile, there are 20 participants in the second 
category, Low Average. Whereas in the Borderline category, 
19 participants belonged. The same number of participants 
belonged to the fourth and fifth categories, High Average and 
Mentally Defective; each category belonging to 10 
participants. In the Superior category, there were eight 
participants. Next, the Very Superior category belongs to one 
participant. While in the last category, there was none 

participant categorized as Genius. Based on the classification 
that has been done, it can be concluded that participants have 
a low tendency to concentrate on cognitive activities, so it is 
necessary to evaluate learning activities to create better 
results. 

IV. CONCLUSIONS 
Based on the results of research conducted on 117 

participants, it was found that brain waves can accelerate the 
time in detecting concentration through CFIT on learning 
outcomes through CT. This research is based on patterns 
obtained through the peak of the FFT. A manual CFIT 
assessment will take three days to determine one's 
concentration, while using this system can accelerate 3x 
faster results than a manual CFIT assessment. This study also 
showed that the average signal concentration when testing 
using CFIT showed a value of 0.214, and when using CT was 
0.246. The CFIT score has an average of 93 and an average 
CT score of 57. These results indicate that participants have 
a low level of concentration. Interviews with psychologists 
reinforce these results that someone with low-value school 
subjects does not mean that they are less intelligent. In 
addition, several factors may influence the result, for 
example, personal interest in the lessons. By using KNN, the 
accuracy obtained is 94.59%. Thus, it means the 
concentration is needed when conducting cognitive activities, 
both in learning and working to support better results. 
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