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Abstract—Traffic flow prediction has been essential for
traffic management and road network planning. However,
the complex urban road network and the strong spatial-
temporal correlation of traffic flow data make this problem
difficult. Existing prediction methods cannot fully utilize the
spatial-temporal correlations in traffic flow data. Therefore,
we propose a deep learning model called ResGAT-ABiGRU
which combines Residual Network (ResNet), Graph Attention
Network (GAT), Attention Mechanism, and the Bidirectional
Gated Recurrent Unit (BiGRU). Firstly, GAT is used to
capture the spatial correlations of traffic flow data, and then
the time characteristics are extracted by Bidirectional GRU.
Secondly, the ResNet module stacks multiple GAT layers
and designs the attention mechanism to assign weights for
different flow sequences to further capture spatial relations.
Finally, we obtain the output through the fully connected
layers. Validation traffic data from California, USA, is used
for verification. The results show that the ResGAT-ABiGRU
model proposed in this paper has higher prediction accuracy.
Compared the model’s performance with the Gated Recurrent
Unit (GRU) baseline model, and the root means square error
(RMSE) is reduced by 22.75%, and compared to the T-gcn
model, the root mean square error is reduced by 3.29%.

Index Terms—Intelligent transportation, Residual neural
network, Graph attention network, Bidirectional Gated Re-
current Unit

I. Introduction

W ITH the rapid development of the economy and
the improvement of people’s living standards, the

number of motor vehicles continues to increase. The
large number of motor vehicles has brought serious
traffic congestion to the city and posed great safety
hazards to the traveling public. In order to alleviate
traffic congestion and develop accurate travel routes
for travelers, intelligent transportation systems have
been increasingly emphasized and studied by scholars.
The core role of intelligent transportation system is
road network planning and traffic control, but the core
of these two tasks is to achieve accurate traffic flow
prediction. Traffic flow data is mainly collected from
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sensors at different times and sections, so the traffic flow
data itself has temporal and spatial characteristics, and
the prediction of traffic flow is essentially a process of
temporal and spatial modeling. There are two common
approaches to the urban traffic flow prediction problem:

1) The traditional statistical prediction models[3]. Ac-
cording to the periodicity of traffic state evolution, some
nonparametric models, such as K-nearest neighbors[4]
(KNNs), is used to predict traffic speed and traffic
flow. Support vector machines[5] (SVM) improves the
accuracy of predictions by capturing the complexity
within the traffic system. Some researchers combine
multiple models to improve performance and a single
road segment’s traffic flow prediction accuracy. Some
researchers introduce time-series forecasting models into
the traffic forecasting problem by correlating observed
traffic state evolutions. Autoregressive integrated moving
average (ARIMA) is a typical method that includes sev-
eral essential traffic flow characteristics, such as internal
correlation and its impact on the short-term future[6].
Wang et al.[7] propose a hybrid EMDW-LSSVM model
to predict short-term traffic, decomposing and recon-
structing original traffic flow into stable sub-sequences
with enhanced predictability and reduced noise.

Although statistical methods are used in many stud-
ies, which effectively extract dynamic spatial-temporal
correlations in traffic flow data. These methods are still
limited to single road segment scenarios and simple data
processing methods. It limites the further application
of statistical methods in complex urban traffic flow
prediction.

2) The prediction model based on neural networks.
Zhang et al.[8] propose a ST-ResNet model based on a
residual convolution unit to predict the urban pedestrian
flow. Although the method extracts the spatial-temporal
characteristics of traffic data, the input format is limited
to standard gridded data. Therefore, it cannot apply to
the complex urban road network with graph structure.
Cao et al.[9] propose a short-term traffic flow prediction
model based on LSTM, which considers the time series
characteristics of traffic flow data. However, the actual
traffic flow not only contains temporal factors but also
spatial factors. Pan et al.[10] propose a model that
includes GRU and SVR. Considering the time series
characteristics of traffic flow, compared with LSTM,
which has simpler structure. It improves the operation
speed, and SVR enhances the prediction accuracy of the
whole model. However, the latent spatial features are
not considerd in the traffic flow data. Zhao et al.[11]
propose a hybrid model combining GCN and GRU
for traffic flow prediction, which uses GCN and GRU
to extract spatial and temporal features respectively.
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However, the lack of consideration of a deep GCN net-
work results in incomplete spatial components extracted.
Pan et al.[12] propose a new hybrid model (GNN-
PSO) of grey system theory and neural networks with
particle swarm optimization to salivate traffic congestion
and improve the mobility of transportation, which can
exploit sufficiently the characteristics of the grey system
model requiring fewer data. Guo et al.[13] propose
the attention-based spatial-temporal graph convolutional
neural network (STSGCN) to predict traffic flow. The
model considers the temporal correlations of traffic flow
data from multiple perspectives and uses GCN to capture
the spatial correlations but very shallow GCN layers.
Zhang et al.[14] propose a model that combines GAT
and TCN to predict traffic flow. GAT is used to obtain
spatial dependencies, and TCN is used to get temporal
dependencies. Moreover, a multi-head attention mecha-
nism is introduced to obtain spatial-temporal correlation
coefficients to improve the prediction accuracy. However,
the model only uses a single-layer GAT network and
cannot extract the deep spatial features of traffic data.
Liu et al.[15] propose a novel end-to-end deep learning
architecture that extracts spatial-temporal information
and analyzes historical traffic flow data. Ruan et al.[16]
propose a pre-trained nodal model with multiple fusion
layers architecture which can utilize the connections and
the time component of nodes to predict the value of the
next node and capture spatial-temporal characteristics
of data.

To solve the problems mentioned above, we propose a
novel ResGAT-ABiGRU model. On one side, GAT with
residual structure is used to extract spatial features of
traffic flow data. Besides, attention-based GRU model
is used to extract temporal features of traffic flow data.
The main contributions of this paper are as follows:

1) The graphs are used to denote the complex road
network topology to solve the problem that the input
matrix of traditional grid traffic flow data is too sparse.

2) The residual operations are integrated into the GAT
network to build a deeper network model to achieve
the purpose of mining the latent space characteristics
of traffic flow data. Meanwhile, the residual operation
can avoid the degradation of the deep network model
and the problem of vanishing gradients.

3) The bidirectional GRU model is used to extract the
temporal features of traffic flow data and incorporate
an attention mechanism to dynamically assign different
weights to traffic flow data in different periods.

II. Problem description
A. Road network topology

Undirected graph data structure G = (V,E) to model
the road network and map the roads to the nodes in the
graph. V denotes the set of nodes, where v i denotes the
i th node and N is the total number of nodes; E denotes
the set of edges. The original graph connection is shown
in Fig. 1.

Because each node influences itself and the adjacent
nodes, the new graph connection can be obtained after
adding the self-loop, which is shown in Fig. 2.
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Fig. 1. The graph structures mapped by road network connections
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Fig. 2. Adding self-loop for each node and converting the directed
graph into the undirected graph

B. Feature matrix
Feature matrix is denoted by H ∈ RN×F . We consider

the traffic flow of a road as the characteristic value of
a node, where N denotes the number of nodes and F
denotes the number of features.

C. Short time traffic flow prediction problem description
Traffic flow prediction is mainly to predict the traffic

flow data at a specific time in the future by modeling
and analyzing the historical traffic flow data of the road
network. For example, we can predict the traffic flow
data fs (t) of sensor s in the future t period using k
historical traffic flow data fs (t− n) (n = 1, 2, 3..., k).

We evaluate the performance of the proposed model
by using the real-world dataset PEMS04. The sampling
interval of the detector is 5min. We divide the original
data into several groups, each group contains six histori-
cal data and one label data. Data preprocessing is shown
in Fig. 3.
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Fig. 3. The sample of traffic flow data processing

The list [62,56,90,32,19,68,24] is the real traffic flow
data. Take the first six data [62,56,90,32,19,68] as the
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historical data and the seventh data as the label data.
And the sliding window moves one unit at a time. Finally,
the preprocessed data is divided into a training set and
a testing set according to the proportion, as shown in
Fig. 4.
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Training Data
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Origin data Processed data

Fig. 4. The example of data processing and train-test dataset
dividing

III. combined model
We propose the ResGAT-ABiGRU combined model

to extract the spatial-temporal correlations in the traffic
flow data. A graph neural network can effectively model
the complex road network topology, capture the spatial
correlation among traffic flow data, and assign different
weights to neighbor nodes dynamically through the at-
tention mechanism. In addition, the deep network model
can mine the potential spatial correlations between the
data through a residual connection, which can avoid the
problems of the deep network model, such as model
degradation and gradient disappearance. Otherwise, the
traffic flow data is also typical time-series data, so we
propose an attention-based GRU to capture the temporal
features in traffic flow data. The overall structure of the
model is shown in Fig. 5.

1) Firstly, we construct the model’s input through
the original data file, including data input matrix H ={
h1, h2, h3, ..., hn

}
, hi ∈ RF , and graph connection

matrix A. where hi denotes the feature vector of node i,
and F denotes the dimension of the vector.

2) A new feature vector H◦ =
{
h◦1, h

◦
2, h
◦
3, ..., h

◦
n

}
can

be obtained by linearly changing the input feature matrix
H. The linear transformation operates as follows:

h◦i = Whi (1)

where h◦i ∈ RF ′ , W ∈ RF×F ′ is the linear transformation
matrix, F ′ denotes the dimension of the feature vector
after linear transformation.

3) The correlation coefficient between nodes is cal-
culated through the attention-based GAT Layer. The
attention layer in GAT is shown in Fig. 6. The GAT
Layer operation formula is as follows:

eij = LaekyReLU
(
aT

[
Whi ||Whj

])
(2)

where eij denotes the importance of node j to node i;
a is the initialized learnable matrix; LaekyReLu is used
as the nonlinear activation function.

αij = softmaxj (eij) =
exp (eij)∑

k∈Ni exp (eik)
(3)

where Ni is the first-order neighbor node of node i. In
order to make the correlation coefficient easy to compare
between different nodes, we use the softmax function to
normalize data.

h′i = σ

∑
j∈Ni

αijhj

 (4)

4) We adopt a stacked multi-layer neural network to
extract the deep spatial correlation between traffic flow
data.

H ′′ = Batchnorm (GAT (H ′)) (5)

where Batchnorm layer speeds up neural network train-
ing, accelerates convergence speed and increases model
stability.

5) However, when the model depth increases, there
will be a problem of model degradation. As the number
of model layers deepens, we get bad results. Therefore,
we use the residual connection in model building, and
every two GAT operations constitute a residual module,
as shown in Fig. 7. The formula for the residual operation
is as follows:

H(l+1) = Relu (Hl + ϑ (Hl)) (6)

where H(l+1) is the output of the residual structure; Hl

is the direct mapping part; Hl is the residual operation
part; Relu is the nonlinear activation function. We use
residual structure to mine the potential spatial relation
and avoid the problem of model degradation. Since it is
difficult to train the identity mapping function H(l+1) =
Hl, the function is converted into a residual function
H(l+1) = Hl + ϑ (Hl). When ϑ (Hl) = 0, which can be
converted into an identity mapping function, but it is
simpler to train the residual function.

6) We extract the temporal features of the traffic flow
data by GRU modul, which can be defined as follows:

zt = σ
(
Wz ·

[
ht−1,Ht

])
(7)

rt = σ
(
Wr ·

[
ht−1,Ht

])
(8)

h̃t = tanh
(
Wh̃ ·

[
rt ∗ ht−1,Ht

])
(9)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (10)

H ′t = σ (Wo · ht) (11)

where Ht denotes the input of the current moment; ht−1
denotes the output of the hidden layer at the previous
moment; Wz,Wr,Wh̃ and Wo denote the corresponding
weight matrix; ∗ denotes the multiplication of matrix
elements; H ′t denotes the output of the GRU.

Due to the forgetfulness of the recurrent neural net-
work, the information contained in the last state of the
model is incomplete. Therefore, two GRU models are
trained simultaneously, one is forward training, and the
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other is reverse training. The model’s output depends on
the final state quantity of the GRU, so that the model
uses the past and future information simultaneously. The

bidirectional GRU formula is as follows:

H ′t = σ
(
Wo ·

[
h→t , h←t

])
(12)

output = Dense(Attention(H ′t)) (13)

where h→ and h← denote the state quantities of the final
output of the forward and reverse models, respectively,
and output is the final result of the model.

IV. Experimental data and parameter setting
A. Dataset

We select the California open dataset PEMS04 as the
experimental data. The data contains a total of 307
roads, 59 days from January to March 2013. Each road
contains three characteristics (traffic flow, occupancy,
and average speed). We analyze the traffic flow as the
unique feature the road. The sampling interval of the
data is 5min, and each road contains 16992 traffic flow
data. We choose 70% of the data as training data and the
rest as testing data. To use the data more conveniently,
speed up the convergence of the model and reduce the
impact of the origin data on the prediction accuracy, the
collected data needs to be normalized. The normalization
operation formula is shown in formula(14):

X ′ =
x− xmin

xmax − xmin
(14)

where X ′ denotes the normalized data; X denotes the
original data; xmin denotes the minimum value, and
xmax denotes the maximum value.

B. Performance evaluation indicators
To effectively evaluate the traffic flow prediction

model, it is necessary to introduce the evaluation index
of the model. We use mean absolute error (MAE) and
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root means square error (RMSE) as evaluation criteria to
measure the prediction accuracy. The formula is defined
as follows:

MAE =
1

n

n∑
i=1

|xi − x̂i| (15)

RMSE =

√√√√ 1

n

n∑
i=1

|xi = x̂i| (16)

where n denotes the number of training samples, xi

denotes the real traffic flow, and x̂i denotes the predicted
traffic flow.

C. Model parameter setting
The appropriate setting of the hyperparameters of the

prediction model directly affects the accuracy of the pre-
diction results. The structure of the ResGAT-ABiGRU
short-term traffic flow prediction model proposed in
this paper mainly includes GAT, residual module, and
bidirectional GRU module. Through experimental com-
parison, the overall parameters of the model are shown
in TABLE I.

TABLE I
The model hyperparameter setting

name value
Number of residual block 2

Number of GRU hidden layer neurons 100
Back propagation algorithm Adam

Learning rate 0.005
Batch size 64

Loss function L1Loss

V. Experimental results and analysis
1) We compared the prediction results of the GAT

model with and without residual connections. The ex-
perimental results are shown in TABLE II.

TABLE II
The comparison of results with and without reidual connection in

multi-GAT layer

Number of GAT layers w/ residual w/o residual
RMSE MAE RMSE MAE

2 30.25 19.77 56.48 35.34
4 30.06 19.69 46.87 29.99
6 30.42 19.89 56.53 34.83
8 29.98 19.42 56.10 34.44
10 30.01 19.45 52.61 33.41

As shown in TABLE II, the RMSE and MAE of
the prediction model with residual connections are
lower than those without residual connections. There-
fore, adding residual connections when building a deep
network model can effectively solve the problem that the
gradient disappears during backpropagation and improve
the prediction accuracy. However, building a deep model
will reduce the computing speed and increase memory
consumption. Finally, we select 4-layer GAT to construct
the model through a large number of experiments.

2) To verify the effectiveness of the attention mech-
anism and residual connection, we test the accuracy
of GRU-Attention and ResGAT. To show the advan-
tages of the proposed model, we compare the ResGAT-
ABiGRU model with the T-gcn model presented in the
literature[11] and two baseline models, SVR and GRU.
Finally, we carry out the accuracy test of the above
model for 5 minutes and show the experimental results
in TABLE III, the prediction performance in Fig. 8.

TABLE III
The results of comparison models on dataset

Methods Metrics
RMSE MAE

SVR 44.56 28.70
GRU 38.36 23.06
GRU-Attention 37.33 22.52
T-gcn(literature[11]) 30.64 19.26
ResGAT2 30.06 19.69
ResGAT-ABiGRU 29.63 18.56

 ResGAT2
 ResGAT-ABiGRU

Fig. 8. The comparison diagram of different models’ prediction
performance

Compared with SVR, the RMSE and MAE of the
combined model proposed in this paper are reduced
by 33.51% and 35.33%, respectively. Compared with
GRU, RMSE decreased by 22.75%, and MAE decreased
by 19.51%. Compared with GRU-attention, RMSE de-
creased by 20.63%, and MAE decreased by 17.58%.
Compared with ResGAT2, RMSE and MAE decreased
by 1.43% and 5.74%, respectively. Compared with the
literature[11], RMSE decreased by 3.29%, and MAE
decreased by 3.63%.

In order to be more intuitive to show the model fitting
of the predicted values and the actual value, select the
model predicted results in the 4 hours of data, a total
of 64 data, model and contrast model for proposed
respectively mapped the effect graph, as shown in Fig.
9.

As we can see from Fig. 9, the prediction results
of the ResGAT-ABiGRU combination model reflect the
actual data trend with few abnormal fluctuations in the
predicted data. The prediction results of the baseline
model GRU model can only reflect the general trend
of the accurate data, with a significant fluctuation. The
prediction results of the model in literature [11] can be
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Fig. 9. The comparison of different models’ fitting results of traffic
flow prediction on real value

compared with real data to a large extent. However,
compared with our model, the degree of the fitting is not
high. The ResGAT-ABiGRU combined prediction model
presented in this paper can extract the spatiotemporal
features in the traffic flow data with higher prediction
accuracy.

VI. Conclusion
We propose a model to deal with the short-term

traffic flow prediction problem in complex road networks.
Firstly, we use GAT to extract the spatial features
of complex road networks and stack multiple layers of
GAT through residual connections to extract the deep
spatial correlations between road networks. Secondly,
we extract the temporal characteristics of traffic flow
data through bidirectional GRU fused with an attention
mechanism. Furthermore, the experimental results on the
accurate data set show that the model in this paper is
superior to other baseline models and the model of the
literature [11]. However, this paper does not consider the
periodic characteristics of the data. Subsequent research
can model workday and non-workday data separately,
which can better reflect the periodicity of the data and
can also consider the impact of multi-dimensional factors
(such as temperature, PM2.5, etc.) on traffic flow.
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