
 

  

Abstract—To solve the multi-label text classification (MLTC) 

task, we propose a multi-module fusion relevance attention 

network (MFRAN) to explore the semantic correlation between 

text and category labels. Firstly, the MFRAN model uses a text 

feature extraction module to capture text information with a 

strong correlation with category labels and uses multi-head 

self-attention to obtain the attention score of the corresponding 

text. Then the learned word-level text semantic information is 

transmitted to the label attention layer of the category label 

feature extraction module through multi-dimensional dilated 

convolution. At the same time, the attention score of category 

labels is obtained by the bidirectional long short-term memory 

and label attention layer. The adaptive attention fusion module 

is used to fuse the text attention score with the attention score 

of the category label and select the text representation with 

large output information. We performed a large number of 

comparative experiments and ablation experiments on the 

RCV1-V2 and AAPD datasets. The experimental results 

have proved the MFRAN model is similar to or even exceeds 

the baseline model when dealing with MLTC tasks. 

 
Index Terms—deep learning, neural network, multi-label 

text classification, attention mechanism 

 

I. INTRODUCTION 

EXT classification is an important and classic problem 

in natural language processing (NLP)[1]. In the 

traditional single-label text classification task, each text 

sample or instance has only one category label. In single-

label classification, each category label is independent of the 

other and the classification granularity is rough. With the 

sudden increase of text information, people have a higher 

and higher degree of granularity of text classification. In the 

task of multi-label text classification, a text may be 

associated with multiple category labels, and there is a 

certain dependence between each category label. The main 

task of multi-label text classification is to classify a text into 

multiple labels through a specific classifier or classification 
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network. 

With the rapid development of random computers in many 

fields, multi-label text classification task (MLTC) has been 

applied in various scenarios, such as news classification[2, 

3], sentiment analysis[4, 5], public opinion analysis[6, 7], 

topic analysis[8, 9], question answering system (QA)[10, 

11], information retrieval[12, 13], natural language 

inference[14, 15], etc. In the face of these extensive 

downstream applications, multi-label text classification has 

aroused the interest of researchers. Researchers began to 

focus on how to extract semantic units containing category 

labels from text instances, learn the semantic correlation 

between each text document and its corresponding multiple 

labels, and fully tap the correlation information such as 

whether each label has similarities. 

For the workflow of multi-label text categorization tasks, 

like other NLP tasks, the samples are first preprocessed. In 

the pre-processing stage, the model uses structured data to 

represent text samples. Text segmentation processing is a 

key task, through text segmentation technology to extract 

keywords in the text, including entity words, subject words, 

etc. The second step is to transform unstructured text 

information into structured words vector form, such as one-

hot coding, a bag of words (BOW) model[16], 

Word2Vec[17], and Glove[18]. The third step is feature 

extraction and feature dimension reduction of structured text. 

After co-occurrence matrix transformation, the feature 

contained in word vector text is sparse and has a high 

dimension. How to extract features and reduce dimensions 

becomes one of the important tasks of the text classification 

model. Finally, the reduced-dimensional features are sent to 

the specified classifier for the prediction of category labels. 

In the validation set and test set, different evaluation indexes 

(micro-f1, precision, recall, and hamming-loss) are used to 

evaluate the classification model. 

The main contributions of this paper are as follows, 

1) A multi-module fusion relevance attention network 

(MFRAN) is proposed to solve the MLTC task. The 

MFRAN model pays attention to and learns the semantic 

correlation between text and category labels, and the 

semantic correlation between category labels, to improve the 

accuracy of MLTC. 

2) This paper designs two attention mechanism 

modules and an adaptive attention fusion module. In the text 

feature extraction module, the multi-head self-attention 

mechanism is used to capture the word-level semantic 

information in the text, focusing on semantically relevant 

category tags. The global information of text attention is 

transmitted to the label attention layer of the category label 

feature extraction module by multi-dimensional dilated 

convolution (MD-Conv). An adaptive attention fusion
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strategy is designed to fuse the attention of category labels 

and text and make label predictions. 

3) In this paper, a comparative experiment is conducted 

in the RCV1-V2 dataset and the AAPD dataset. The 

MFRAN model is analyzed and discussed by four 

evaluation indexes. Compared with the previous most 

advanced models, the MFRAN model achieves similar or 

better performance. 

This paper, the rest of the paper is organized as follows. 

In section 2, the background and related work of the MLTC 

task is described, and the advantages and disadvantages of 

each model of MLTC task are analyzed emphatically. 

Section 3 describes the detailed composition of the MFRAN 

model. In section 4, two data sets, evaluation indexes, the 

experimental environment, and model parameters used in 

the experiment are analyzed. In section 5, we give the 

experimental results and discuss the results of comparative 

experiments and ablation experiments. In section 6 a 

summary of this paper and ideas for future work. 

II. BACKGROUND AND RELATED WORK 

Since computer development, researchers have tried to 

use a variety of techniques to solve MLTC. In 2004, Boutell, 

M.R. et al.[19] proposed using binary relevance (BR) to deal 

with the problem of classification error when labels overlap 

in feature space and applied it to semantic scene 

classification. The BR is the first attempt to convert MLTC 

problems into multiple single-label problems. However, the 

BR does not fully consider the correlation between text 

samples and category labels and ignores the semantic 

correlation between category labels. In 2007, Tsoumakas, G. 

and Katakis, I. M.[20] proposed label powerset (LP) to 

organize sparse related texts into structured representations, 

trying to fully quantify multiple labels. Read, J.[21] 

proposed a novel classifier chain (CC) method. CC model is 

used to model the category labels and achieve the effect of 

multi-label text classification. However, with the rapid 

development of computers, the number of samples in the 

data set has increased dramatically. The problem 

transformation method taking BR, LP, and CC as examples 

have the problems of high computational complexity, deep 

model, and large size. In summary, the problem 

transformation method has been unable ideally to solve the 

MLTC problem. 

Researchers have been trying to use a convolutional 

neural network (CNN) to deal with the problem of multi-

label text classification since 2014. Wang, P.[22] used word 

embedding method combined with CNN network to 

improve the classification accuracy.  In 2017, Liu J.[23] also 

tried to use CNN to extract the correlation information 

between text and category labels. At the same time, CNN + 

recurrent neural network (RNN)[24]  model was also tried 

to solve the MLTC problem. The traditional neural network 

model uses the bag of words (BOW) as the input of the 

classification model, but this method ignores the context 

semantic information and deep semantic information. The 

amount of data used by the MLTC tasks is huge (especially 

category label types), and large-scale word vector matrix 

operation consumes large quantities of computing power. 

The number of networks that are covered by CNN and RNN 

contributes to the decline in accuracy when it comes to 

classification. This issue is caused by the model's tendency 

to forget about the previous moments. To mine the semantic 

information of text, people try to use a tree structure to 

divide category labels and make category label predictions. 

Tree-based models require as much training time as problem 

transformation methods. In 2018, You, R.[25] proposed 

AttentionXML. AttentionXML is a representative model of 

deep learning based on a label tree. AttentionXML has two 

unique functions. One of the main functions of 

AttentionXML is its attempt to find the most relevant text 

information from the various categories of labels. It also 

proposes a probabilistic label tree that can handle millions of 

labels. However, the AttentionXML model still has the 

problem of large size. In 2018, Yang, P.[26] proposed SGM. 

Different parts of the intercepted text have different 

contributions to the prediction of different labels. SGM uses 

the sequence-to-sequence generation model to solve the 

problem of multi-label text classification. 

Obtaining the correlation between category labels has 

become the research focus of MLTC in recent years. A 

sample can have multiple category labels, so the research 

focus of the classification problem is transformed into how 

to obtain the dependency between labels, thereby improving 

the accuracy of the classification model. In 2019, Xiao, 

L.[27] proposed the LSAN model,  it uses the semantic 

information of labels to determine the semantic connection 

between labels and text documents and constructs the label-

specific document representation. A self-attention 

mechanism is used to identify label-specific document 

representations from document content information, and an 

attention fusion strategy is designed to construct a multi-

label text classifier. Pal, A.[28] proposed an end-to-end 

trainable depth network model (MAGNET) combined with a 

graph attention network in 2020. MAGNET uses a graph 

neural network to query the semantic relationship between 

category labels, records the salient features of text by an 

adjacency matrix, and extracts semantic features at the 

sentence level by a feature extraction network. However, 

when this method trains large-scale data, the correlation 

matrix will be very large, resulting in training difficulties 

and slow model convergence. Mittal, A.[29] proposed the 

DECAF algorithm in 2021, and solved the extreme multi-

label classification (XML) by learning the classification 

model composed of rich label metadata. The lightweight text 

embedding module was used to attach a one-vs-all classifier 

to each label, this method has better timeliness than the 

traditional XML method. 

Most of these deep learning methods use multiple models 

to train and predict a large dataset, and most of them use 

static negative sampling category labels in the training 

process. Jiang, T., et al. proposed a network model using 

end-to-end training and dynamic negative label sampling in 

2021, LightXML[30], it uses a generative collaboration 

network to sort and recall text labels. In the recall stage, 

LightXML recalls both positive and negative label samples, 

and distinguishes the positive and negative labels in the 

sorting stage. Although LightXML is a lightweight model, it 

still performs well in classification accuracy. In recent years, 

the method based on the deep pre-training model has 

achieved remarkable results. Wang, Q., et al.[31] found 

some problems, the pre-training model did not make full use 
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of the potential space between text samples and category 

labels. Wang proposed a novel guide network (GUDN) to 

guide and fine-tune the pre-training model to complete the 

classification task. The GUDN further improves the 

prediction accuracy of the model by mining the potential 

correlation space between text semantic information and 

category tags.  

III. PROCEDURE FOR PAPER SUBMISSION 

In this section, the formal definition and model overview 

of the multi-label text classification task is given in section 

3.1. In sections 3.2-3.5, each component of the MFRAN 

model is analyzed and designed in detail. 

A. Problem Definition and Model Overview 

This paper uses specific mathematical symbols to 

represent the definition of the MLTC task. It is assumed that 

( ) 
1

,
n

ii iD x y
=

=  is all the samples in the training set, n  

represent the total number of samples, and yi is the category 

label corresponding to the ith sample text instance xi. X is 

the text set of all samples, 1 2{ , ,..., ,..., }i nX x x x x= .Y 

represents the set of category labels corresponding to the 

sample text, 1 2{ , ,..., ,..., }i nY y y y y= , {0,1}L

iy  , and L is 

the total number of class labels. The classification model 

attempts to find a mapping relationship, :f X Y→ . We use 

D continuous training model to update the mapping 

relation f . So that it can approximate the real relationship 

between text and category labels. 

 

 
Fig. 1.  MFRAN model. 

 

B. Data Representation Module 

Independent unstructured text data is not easy to learn, 

MFRAN model uses the embedding layer to convert the 

preprocessed samples into the desired vectorized data. The 

embedding layer (includes ‘Text Embedding’ and ‘Label 

Embedding’), encodes the text and label of the sample 

respectively. Text embedding encodes the sample text and 

transmits it to the text feature extraction module. Label 

Embedding encodes the sample label and transmits it to the 

category label feature extraction module.  

The text embedding adopts three embedding methods as 

token embedding, segment embedding, and position 

embedding. To better learn the context semantic information 

of text, for the text feature extraction module, we conduct 

separate pre-training learning for text. Considering the 

differences in semantic environments of different texts 

under different data sets, we use the static word vector 

representation method. The embedding layer is similar to the 

lookup table, it reduces the word vector to d-dimensional 

space. The embedding layer effectively reduces network 

computing intensity and training time. The input text is 

marked before it is sent to the token embedding layer, and 

two special marks are inserted at the beginning ([CLS]) and 

ending ([SEP]) of the marked results. Significantly, [CLS] 

gathers all the features of the text sequence and 

distinguishes whether the input text has a contextual 

relationship. [SEP] processes the text by breaking sentences, 

representing the text token embedding. Segment embedding 

and position embedding complete the word positioning, they 

are convenient for the text feature extraction module to learn 

position information. 
S

TE and
P

TE  represent segment 

embedding and position embedding respectively. MFRAN 

model uses the sine function to define position embedding 

(PE). In other words, the vector determines the relative 

distance between different tokens in a sentence. The PE 

formula is as follows, 

( )
2

, 2 sin ,

10000

n

n ind

d

pos
PE pos ind



 
  =
 
 

             (1) 

( )
2

, 2 1 cos ,

10000

n

n ind

d

pos
PE pos ind



 
  + =
 
 

           (2) 

where   Len d

npos   refers to the absolute position of the 

nth word in the original sentence, d represents the dimension 

coefficient of embedding. Len is the maximum length of 

position information and is also the maximum length of the 

input text. ind is the index of each value in the pointer. 

When sine coding is used in the even position, sine coding is 

used in the odd position. 

The output of the text embedding layer Text

iE  is also the 

input word vector matrix of the text feature extraction 

module and Text

iE  is defined as follows, 

t S P ,Text T T T

iE E E E=                           (3) 

where  represents matrix addition operations. 

The label embedding layer only uses token embedding to 

convert the class label of the text, and the class label after 

embedding is expressed as Label

iE . Label

iE  is the output of the 

label embedding layer, it is also the input of the category 

label feature extraction module. 
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C. Text  Feature Extraction Module 

For MLTC tasks, the MFRAN model uses a multi-head 

self-focus mechanism to implement different degrees of 

attention for different words (including the same word but in 

different locations) to calculate the representation of 

sequences. The model also retains the text hidden 

vector TextH . This method is similar to the training 

mechanism of the large-scale pre-training model. Finally, 

multiple attention spaces are connected to the residual of 
Text

iE  after layer normalization to obtain the attention 

representation of text TA . 

The attention mechanism is essentially an addressing 

process. The model gives a task-related query vector (Q) 

and calculates attention value by calculating the attention 

distribution with key (K) and attaching it to value (V). The 

calculation formula of attention is as follows, 

( )
( , , ) ( ) ,

( )

T

k

QK
Attention Q K V SoftMax V

d
=             (4) 

where ( )kd  is a regulating control coefficient. Multi-

head self-attention has multiple independent attention spaces, 

with a different query, key, and value weight matrices 

, ,Q K VW W W  in each attention. Each attention mechanism 

parameter in the 12-head self-attention mechanism is not 

shared. The ith attention represents the subspace is iSpace . 

( ) ( ) ( )( ), , ,i i iQ K V

i i i iSpace Attention QW K W VW=         (5) 

1 2 12

,

( , ,..., ,..., )

( )

T

i

Text

i

Concat Space Space SpA ace Sp

E

a

LN

ce=


   (6) 

where ( )Text

iLN E  is the word vector matrix after layer 

normalization of Text

iE . 

In the text feature extraction module, we try to focus on 

the semantic information in the text content. It is not enough 

to select semantic information based on a multi-headed self-

attention mechanism only considering the impact of the text 

itself on category labels. The text feature extraction module 

strengthens the part of text representation by the feed-

forward layer and layer normalization layer.  

The feed-forward layer is essentially a two-layer full-

connection layer. On the internal structure of the multi-head 

self-attention layer, the MFRAN model primarily performs 

the point-product attention of scaling, that is to say the linear 

transformation of the text word vectors. The learning 

capacity of a linear transformation is less valuable than a 

non-linear transformation. Although the outcome of multi-

head self-attention uses the attention mechanism to learn the 

new representation of each word, the expressive capacity of 

this representation may not be strong. For this reason too, a 

normalization layer is added after the attention layer. By 

standardizing representation, the standardized word vector is 

moved to the action area of the activation function, it can 

make the Relu activation function play a better role. At the 

same time, in the full-connection layer, the model can learn 

more abstract text semantic information by mapping the 

word vector matrix to the high-dimensional space and then 

to the low-dimensional space. The feedforward layer makes 

the expression ability of word representation stronger, and 

more able to represent the relationship between words and 

other words in context. The attention of the text feature 

extraction module to the text is expressed as TextA , are 

defined as follows, 

1 1 2 2= ( ) .Text TA Relu W A b W b + +                   (7) 

D. Category Label Feature Extraction Module 

Category labels also contain semantic information in 

multi-label text classification problems. Independently using 

multi-head self-attention to focus on semantic information at 

the word level may violate the semantic information of the 

source label of the text. We use the category label feature 

extraction module and classification module to correct this 

problem. MFRAN model attempts to learn the semantic 

information of the text content and the category label of the 

sample respectively. 

To avoid the long-range dependence problem in the 

traditional CNN network, the bidirectional long short term 

memory (Bi-LSTM)[32] is used as the backbone network 

model of category labels. The label embedding layer 

generates the corresponding label representation Label

iE as to 

the input, and Bi-LSTM contains both forward and 

backward propagation. Therefore, the model can pay 

attention to the semantic association information between 

each category label, greatly alleviate the long-range 

dependence problem, and avoid the situation the new 

features learned from the model will cover the old features. 

Bi-LSTM uses the same three gate control unit components 

as LSTM: input gate, output gate and forget gate. Bi-LSTM 

also considers the semantic information before and after the 

moment and updates the hidden layer state at each moment 

of the model through the word embedding of text documents 

and the word embedding of category labels. The hidden 

layer state at the ith moment can be expressed as, 

1( , ),Label Label

i i ih LSTM h y−=                     (8) 

1( , ),Label Label

i i ih LSTM h y−=                     (9) 

where iy  is the embedded vector representation of the ith 

category label. The final hidden representation of the ith 

word Label

ih  is obtained by combining the hidden states of 

the two directions. 

[ , ],Label Label Label

i i ih h h=                      (10) 

where ,Label Label k

i ih h  , Label

ih  represents the forward 

word context of the Bi-LSTM model and Label

ih represents 

the backward context. Then the hidden layer of the entire 

category label is inferred to be 
2Label k nH  , 

1 2 1[ , ,......, , ],Label Label Label Label Label

i iH h h h h−=          (11) 

1 2 1[ , ,......, , ],Label Label Label Label Label

i iH h h h h−=          (12) 

[ , ],Label Label LabelH H H=                      (13) 

MD-Conv generates text semantic units through local 

correlation and long-term dependence between texts.  

MFRAN model focuses on word-level text semantic 

information through the MD-Conv layer and sets a small 

dilation rate to avoid the influence of long-distance 

information on the semantic unit. 

MFRAN model transfers the text attention representation 
TA  through an MD-Conv layer to the label attention layer 
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of the category label feature extraction module and 

combines it with the hidden layer representation
LabelH . 

MD-Conv generates text semantic units through local 

correlation and long-term dependence between texts. 

MFRAN model focuses on word-level text semantic 

information through MD-Conv, thereby increasing the 

receptive field of text semantic information. Adjusting the 

dilation rate parameter allows the model to learn more 

semantic correlations between text and category labels, and 

a smaller dilation rate can avoid the influence of long-

distance information on semantic units. CNN can only focus 

on near semantic information and has a strong ability to 

capture local dependencies, but it will lose long-distance 

text semantic information. TextA  transmits the semantic 

information unit of text through MD-Conv, enhances the 

semantic information correlation between text and category 

labels, effectively solves the problem of no correlation 

between remote semantic information, and prevents the loss 

of local information and remote information. 

The word vector matrix Label

iE of the category label is 

combined with the hidden layer state 
LabelH  by matrix 

multiplication, and the MD-Conv is used to supplement the 

semantic relationship between the text and the category 

label.  Finally, the category label feature extraction module 

is obtained for the category label attention representation 
LabelA , 

( )Label Label Label T Label

iA E H MDC A H= •  • ，       (14) 

( )Label Label Label T Label

iA E H MDC A H= •  • ，       (15) 

[ , ]Label Label LabelA A A= ，                       (16) 

where MDC is the output matrix of the MD-Conv layer. 

E. Classification Module 

Through the text feature extraction module and category 

label feature extraction module, the attention representation 

of text TextA , the hidden layer of text TextH , the attention 

score of category label LabelA  , and the hidden layer of 

category label 
LabelH  are obtained respectively. Then the 

two attention mechanisms are weighted fusion by the 

classification module. We can deduce the final attention 

score outA . 

( ),Text Textsigmoid W A H = • •               (17) 

( ),Label Labelsigmoid W A H = • •             (18) 

,out Text LabelA A A = •  •                  (19) 

where W , W  are the training parameter, and ,   are 

the attention weight vector. 

Finally, the text classifier is constructed by a multi-layer 

perceptron, and the sigmoid function is used to convert the 

output value to the category label score in the (0,1) interval, 

and a threshold is set to complete the multi-label text 

classification task. 

MFRAN model uses cross-entropy loss as the loss 

function to calculate the loss value L , 

 
1 1

- ( log( )) (1 ) log(1 )
N L

ij ij ij ij

i j

y y y y
= =

+ − −=L         (20) 

where N is the number of training documents, L is the 

number of labels, [0,1]ijy    is the predicted score, and 
ijy   

indicates the ground truth of the ith text along with the jth 

label. 

IV. DATASETS AND IMPLEMENTATION DETAILS 

In this section, we evaluate our proposed methods on two 

datasets. We first introduce the datasets, evaluation metrics, 

experimental details, and all baselines. Then, we compare 

our methods with the baselines. Finally, we provide the 

analysis and discussions of experimental results. 

A. DataSets 

We use two public datasets to verify the performance of 

the MFRAN model, and the statistics of these two datasets 

are shown in table 1. 

 
TABLE 1. 

EXPERIMENTAL DATASET.  

Sample numbers represent the total amount of sample data contained in the 

dataset. Label numbers refer to the number of class labels in the dataset. 
Sample word average is the average number of words in each sample text. 

Sample label average is the average number of class labels the sample of 

belonging to. Maximum number of labels represents the maximum number 
of labels for a single sample in the dataset. 

Dataset 
Sample 
numbers 

Label 
numbers 

Sample 

word 

average 

Sample 

label 

average 

A maximum 

number of 

labels 

RCV1-V2 804414 103 123.9 3.2 17 

AAPD 55840 54 163.4 2.4 12 

 

RCV1-V2: RCV1-V2 is a large-scale text data set 

proposed by Lewis, D. et al.[33] in 2004. It contains a total 

of 804,414 news datasets, each of which has multiple class 

labels, and a total of 103 class labels (topics), each of which 

is represented by a string. Their label frequencies span five 

orders of magnitude, from 5 times 'GMIL' to 381327 times 

'CCAT'. RCV1-V2 was split in chronological order: the first 

23149 samples served as a training set and the last 781265 

samples served as a test set. In this paper, RCV1-V2 is 

randomly divided into the training set, validation set, and 

test set according to the ratio of 6:2:2. 

Arxiv Academic Paper Dataset (AAPD): Compared 

with RCV1-V2, AAPD[34] is a small dataset with only 

55840 data samples. All the data samples in AAPD are from 

the arxiv database. All the samples are research papers in the 

computer field, and the content may be the summary part or 

other part of the computer papers. AAPD dataset has 54 

category labels, and we also randomly split the AAPD 

dataset according to the ratio of 6:2:2. 

B. Implementation Details  

We use a 3080ti series graphics card to complete the 

classification experiment, detailed experimental 

environment reference table 2. 

The parameter settings of the MFRAN model in the 

RCV1-V2 dataset are as follows, 

1) We use the word table size of 50,000. The batch size 

of the MFRAN model is set to 8, the training round epoch is 

set to 20, and the maximum length of document content data 

input max-len is set to 512. 

2) The encoding dimension of the text feature 

extraction module is 768, and the multi-head self-attention 

mechanism has 12 heads. 
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3) Using the Adam[35] loss function (Adaptive 

Moment Estimation) with β1 = 0.8, β2 = 0.9, class-weight is 

used before the loss function to mitigate the problem of the 

loss function had insufficient attention to samples with less 

data because of unequal datasets. 

4) Initial learning rate lr＝le-5. If there is no learning 

change in the two-batch, the learning rate will be halved 

1

2
previoustimenewlr lr=

. 

 
TABLE 2.  

EXPERIMENTAL ENVIRONMENT 

Experimental environment Experimental configuration 

Operating system Ubuntu18.04 

Programming language Python3.6 

Deep Learning Framework Pytorch1.1/Pytorch1.4 

Display card model NVIDIA GeForce GTX3080ti (12G) 

 

The parameter settings of the MFRAN model in the 

AAPD dataset are roughly the same as those in the RCV1-

V2 dataset. We only make corresponding adjustments in the 

model training vocabulary and model training batches. On 

the AAPD dataset, MFRAN model training round epoch = 

15, and vocabulary = 30000. 

C. Baseline Model 

The baseline models used in this paper include: 

1) Binary Relevance (BR): Boutell, M. R., et al.[19] 

proposed in 2004 to use binary relevance (BR) to deal with 

the problem of classification error when categories overlap 

in feature space and applied it to semantic scene 

classification. BR first attempted to convert the MLTC 

problem into multiple single-label classification problems. 

2) Label Powerset (LP): Tsoumakas, G. and Katakis, I. 

M.[20] proposed a problem transformation method to solve 

MLTC tasks in 2007. LP method is similar to BR, and CC, 

however, with the development of the neural network model 

this transformation method has been gradually banned. 

3) Classifier Chains (CC): Read, J., et al.[21] 

proposed in 2011 to treat each label of MLTC as an 

independent binary problem, taking into account the lack of 

awareness of label correlation modeling. CC uses a novel 

classifier chain method to model the label correlation while 

maintaining an acceptable computational complexity. 

4) CNN: In 2017, Liu, J., et al.[23] first attempted to 

apply deep learning to XMTC, and proposed a set of CNN 

models. The text features in training samples are extracted 

by continuous convolution operation, and the distribution 

probability matrix of class labels is output by sigmoid after 

the full connection layer. 

5) CNN-RNN: Chen, G., et al.[24] proposed an 

integrated application of RNN and CNN in 2017 to capture 

global and local text semantics. The category label is 

modeled and the label correlation is analyzed in the case of 

computable complexity. This method solves the long-range 

dependence problem caused by using the CNN network 

alone and improves the classification accuracy of MLTC by 

integrating networks. 

6) SGM: Yang, P., et al.[26] proposed a sequence 

generation model (SGM) for multi-label classification in 

2018, it treats the multi-label classification task as a 

sequence generation problem to model the correlation 

between labels, and applies a sequence generation model 

with a novel decoder structure to solve the MLTC task. 

7) Seq2Set: Yang, P., et al.[36] proposed a simple but 

effective sequence-to-set model (Seq2Set) in 2019. Seq2Set 

is trained by reinforcement learning. Seq2Set contains a 

reward feedback mechanism to learn the order of category 

labels. In this way, Seq2Set reduces the model's dependence 

on label order and captures high-order correlations between 

labels. 

8) LSAN: Xiao, L., et al.[27] proposed a label-specific 

attention network (LSAN) in 2019. LSAN builds a semantic 

connection between the category label and the training 

document by fully referring to the semantic information of 

the label. Transform the semantic expression of the 

document to make it more suitable for document labels. 

9) MAGNET: Pal, A., et al.[28] proposed a graph-

based attention network model in 2020 to capture the 

attention dependence between labels. MAGNET is an end-

to-end model. MAGNET captures and explores key 

dependencies between labels using feature matrices and 

correlation matrices and classifies sentence feature vectors 

obtained from the text. 

D. Evaluation 

Considering the MFRAN model mainly solves the MLTC 

task, the RCV1-V2 dataset and the AAPD dataset used in 

this paper have the problem of unbalanced sample data, 

especially the long tail distribution of the RCV1-V2 dataset. 

To comprehensively and objectively evaluate the multi-

classification effect of the model designed in this paper, the 

Micro-F1 score and Hamming-loss are used as the main 

evaluation indexes of this model. 

Micro-F1 ( 1microF ) is the harmonic mean of precision (P) 

and recall (R). The larger the F1-Score is, the higher the 

classification accuracy of the model is, and vice versa. 

Firstly, the total precision and recall of all categories are 

calculated, and then the Micro-F1 value is calculated by 

using the formula. The detailed formula is as follows, 
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Hamming-loss is a method for obtaining accuracy in 

multi-label classification scenarios. Hamming-loss 

calculates the average accuracy of all samples.  

For each classified text sample, the accuracy rate is the 

proportion of the predicted correct number of labels in the 

total predicted correct number and the true correct number 

of labels. The smaller the Hamming-loss is, the better the 

classification effect of the model is. The Hamming-loss is as 

follows, 

1
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where n is the total number of samples, L is the number of 
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labels, 
ijy  is the jth real label corresponding to the ith 

sample, ijy  is the jth prediction label corresponding to the 

ith sample, and XOR(·) is the XOR operation. 

V. RESULTS AND DISCUSSION 

To verify the effectiveness of the MFRAN model on 

MLTC tasks and improve the authenticity and reliability of 

the experimental results, we use the same hyperparameters 

and experimental configuration environment. Ten 

experiments were conducted on the RCV1-V2 dataset and 

AAPD dataset, and the average value of the experimental 

results was taken as the final experimental result. The 

comparative experimental results are shown in tables 3–4. 

The experimental results of all baseline models in this paper 

are either derived from the original paper or retrained 

according to the parameters of the paper. 

For the RCV1-V2 dataset, the MFRAN model achieved 

88.0% (0.880) in indicators, and the MFRAN model reached 

70.7% (0.707) on the AAPD dataset.  

Compared with the BR model[19], LP model[20], and CC 

model[21] solve the MLTC task by problem transformation 

method, the MFRAN model designed in this paper has about 

3.5%(0.035) improvement.  

By observing tables 3-4, it is found the time and space 

occupied by the method of converting the multi-

classification problem into binary is huge when dealing with 

large-scale data sets (RCV1-V2 dataset), and most of them 

directly ignore the semantic correlation between category 

labels and do not fully mine the correlation between text and 

category labels, resulting in low P, R, and F1 indexes. 

Especially in the case of less text data content, the 

deficiency of this method is more obvious.  

The MFRAN model captures the hidden semantic 

information between category labels through the Bi-LSTM 

model, learns the semantic information of word-level text 

through multi-head self-attention, and effectively mines the 

semantic correlation between text and category labels 

through the fusion of classification module text and label 

attention. 

 
TABEL 3.  

THE RESULTS OF DIFFERENT ALGORITHMS ON RCV1-V2 

Models Datasets P(%) R(%) F1(%) 

BR 

RCV1-V2 

90.4 81.6 85.8 

LP 89.6 82.4 85.8 

CC 88.7 82.8 85.7 

CNN 92.2 79.8 85.5 

CNN-RNN 88.9 82.5 85.6 

SGM 88.7 85.0 86.9 

Seq2Set 90.0 85.8 87.9 

LSAN 91.3 84.1 87.5 

MAGNET - - - 

MFRAN 91.8 84.4 88.0 

 

In lines 4-5, we find the CNN model performs better than 

the MFRAN model on precision (P), however, their low 

scores lead to poor Micro-F1 scores. Some CNN models do 

not perform better than the problem transformation method 

on recall (R). CNN model has strict requirements for the 

input format, and cannot process data in the form of 

sequence. Most of the input in natural language processing 

is sequence data, for deep models like CNN and RNN, with 

the increase of network layer, there will be obvious gradient 

disappearance and gradient explosion problems. In dealing 

with nonlinear problems, the CNN[22, 23] or 

CNN+RNN[24] models have poor classification results. 

Researchers use the network with an improved RNN 

structure to solve the long-range dependence problem, as the 

Bi-LSTM model used by the MFRAN model is 

representative of the improved RNN model. 
 

TABEL 4.  

THE RESULTS OF DIFFERENT ALGORITHMS ON AAPD 

Models Datasets P(%) R(%) F1(%) 

BR 

AAPD 

64.4 64.8 64.6 

LP 65.7 65.1 63.4 

CC 65.7 65.1 65.4 

CNN 84.9 54.5 66.4 

CNN-RNN 71.8 61.8 66.4 

SGM 74.6 65.9 69.9 

Seq2Set 73.9 67.4 70.5 

LSAN 77.7 64.6 70.6 

MAGNET - - 69.6 

MFRAN 78.1 64.7 70.7 

 

MFRAN model uses multi-head self-attention and multi-

label attention to capture the semantic correlation between 

rational labels and texts. This method has been significantly 

improved in the extraction of text semantic information and 

the reduction of model training time. However, this deep 

learning method still has shortcomings. They are far less 

interpretable than machine learning. 

 

 
Fig. 2.  Hamming-loss of MFRAN model on the RCV1-V2 dataset. 

 

 
Fig. 3.  Hamming-loss of MFRAN model on the AAPD dataset. 
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Fig.4.  Ablation experiments of MFRAN model. 

 

We compare the last five rows of tables 3-4. The MFRAN 

model is basically flat or even better than the baseline model 

on precision, recall, and F1. This also fully proves the 

effectiveness of the MFRAN model in the multi-

classification problem. To further verify the number of 

MFRAN model misclassification labels (labels not 

belonging to this sample are predicted, or labels belonging 

to this sample are not predicted), we calculate Hamming-

loss scores on the RCV1-V2 dataset and AAPD dataset, 

respectively, as shown in figure 2 and figure 3. We find the 

MFRAN model still needs to be improved in dealing with 

the problem of unbalanced sample data, and the model error 

prediction is relatively more on the AAPD dataset. 

Compared with RCV1-V2, AAPD belongs to a small-scale 

dataset. When dealing with MLTC tasks, it faces 54 

categories of labels, the text data of some labels are less and 

the semantic correlation between each label is strong. 

Although the category labels of the RCV1-V2 dataset are 

much more than those of the AAPD dataset (about twice), 

the RCV1-V2 dataset has a large database (about 14.5 

times), and the smallest category labels still have more data 

than the AAPD dataset. The Hamming-loss score of the 

AAPD dataset is not as good as SGM[26] or MAGNET[28], 

roughly the same, compared with the traditional neural 

network model has been significantly improved. 

The MFRAN model proposes a multi-module fusion 

relevance attention network to capture semantic information 

between text and category labels, MFRAN has three 

attention modules, a text feature extraction module, a 

category label feature extraction module, and a classification 

module. To verify the necessity of each module component, 

we conducted the ablation comparative experiment, the 

experimental results are shown in figure 4. The ‘MFRAN 

with Category Lable Feature Extraction Module’ represents 

only using the text feature extraction module to learn the 

semantic information of the text. The ‘MFRAN with Text 

Feature Extraction Module’ represents only using the 

category label feature extraction module to learn the 

semantic information between category labels. The 

‘MFRAN’ represents both learning the semantic information 

of text and category labels and fuses the two attention by 

classification module. Figure 4 shows the score of the 

‘MFRAN’ method on the RCV1-V2 dataset being 

significantly higher than others alone. This situation is also 

confirmed in the AAPD dataset. It is reasonable and 

effective to consider the correlation between text and 

category labels, and the correlation between labels and 

labels. 

VI. CONCLUSION 

In the face of a multi-label text classification task, this 

paper proposes a multi-module fusion relevance attention 

network for multi-label text classification (MFRAN). 

MFRAN completed the MLTC task through two attention 

mechanism modules and an adaptive attention fusion 

module. The multi-head self-attention was used to complete 

the learning of text content, Bi-LSTM and label attention 

were used to obtain the hidden semantic information of 

labels,  and the adaptive attention fusion module was used to 

realize the weighted fusion of text attention and category 

label attention, to effectively capture the semantic 

correlation between text and category label. We conducted a 

large number of comparative experiments on two open-

source datasets, and the experimental results show the 

MFRAN model being superior to most existing multi-label 

classification models. In the future work, we will consider 

how to effectively solve the extreme multi-label text 

classification task, especially when the long tail distribution 

of the data set is obvious, and how to ensure the 

classification accuracy of the model.  
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