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Abstract— The data privacy preservation technique must
ensure data integrity and prevent the invasion of confidential
data from unsolicited or unapproved usage by any authorized
or unauthorized user. Meanwhile, genuine users can use data for
legal purposes. Confidential data should be excluded from data
analysis. Further, the sensitive data resulting from data analysis
should not be published if it breaches an individual’s data
privacy. Numerous methods such as k-anonymity, /-diversity,
and #-closeness privacy models, encryption-based methods, and
associative rule-based methods have been proposed in the
literature to preserve data privacy. However, these methods
have more data distortion and less data utility.

The proposed approach scales down high-dimensional data
by finding attributes correlation in the dataset through
Constraints-Relaxed Functional Dependency (CFDs). If corre-
lated attributes violate privacy according to user requirements
or government policies, it finds a minimal set of correlated
attributes to be obscured using heuristic Minimal Vertex For-
ward Set (MVFS) and encrypts such attributes using block
cipher method. The proposed method minimizes the number
of attributes to be obscured and enhances data usage while
preserving information confidentiality.

All experiments are carried out using Apache Spark on a
cloud environment with two different datasets: Heart-Disease,
Income-Census (KDD) [39]. The experimental results show
the number of attributes to be obscured under different con-
figuration settings of CFDs for Heart-Disease, Income-Census
dataset. The outcome of the experiment illustrates a correlation
between attributes in the dataset. The results establish a relation
between the number of attributes to be obscured and the level
of information confidentiality.

Index Terms—Attribute correlation, Information-
confidentiality, Block cipher, MVFS, Functional Dependency.

I. INTRODUCTION

N 2015, the Indian government launched an ambitious

program called ’Digital India’. The program empowers
people with access to e-governance services and revolu-
tionizes a traditional society into a digitally empowered
society, information, and a knowledgeable economy|[1][2][3].
A program such as ’Digital India’ has encouraged citizens
to participate in e-governance, access the services in their
locality, and perform digital business transactions. Similar
programs such as e-Health-care, e-Commerce, e-Learning,
etc. all over the world are successful due to recent advance-
ments in communication technology, distributed computing,
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cloud computing, and communication devices (i.e., easy
usage of smartphones, mobile phones device, small handheld
devices, sensors, and actuators). People are directly or indi-
rectly using either of the services; e-Governance, e-Business,
e-Health-care, Social networks, Internet-of-Things, Social
Internet-of-Vehicle, Autonomous vehicle, etc. With the rapid
use of the applications mentioned above, there has been
a data deluge and data exploding from these applications.
The generated data is complex, huge in volume, and varied
with structured, semi-structured, and unstructured formats.
It is challenging to store, process, and analyze massive,
complex big data. However, significant actionable insights
could be extracted from big data if complex and massive
data is analyzed promptly on time. The valuable intuition
help to take up critical management decisions to enhance
revenues in business. The analysis of results also helps us
solve economic crises and scientific research problems and
improve the services offered. In addition, it explores new op-
portunities in e-commerce, economy, and research [4][5][6].
Velocity, variety, and volume are the characteristics of big
data [7]. Authors in [8] accentuated the significance of cloud
computing platforms for processing big data applications.
The authors in [9] proposed allocation strategies to enhance
QoS and optimize resources in cloud environments for big
data applications.

Data analytics give significant and exciting patterns and
valuable knowledge from the massive amount of data. The
discovered interesting patterns and valuable knowledge are
beneficial. However, data analytics or data mining exposed
the other side of the coin, particularly the data privacy of
individuals. A data privacy breach occurs when private and
sensitive information is disclosed. Publishing personal infor-
mation for purposes other than the purpose of collecting data
also results in a privacy breach. Privacy breach also occurs
when the purpose of data collection and data analysis are
different[10]. Data privacy preservation while data mining
is a challenging issue in research and has gained a lot of
attention in the research community[11]. Data owners, Data
collectors, Data analyzers, and Decision-makers in the data
life cycle play a vital role in data privacy preservation. Data
owners generate data or own sensitive data. Data collectors
collect data from data owners and give it to the Data analyzer
to find patterns, trends, or significant value in the data.
Decision-makers can make a decision based on the results of
the analysis. The value of sensitive data can be determined
based on the method proposed in [12]. In this paper, the
data privacy model is to protect personal data from Data
collectors, publishers, or data analyzers is designed. Data
owners try to protect their data in the following situation.

o Data owner thinks that their data is very sensitive;
disclosing such sensitive data may reveal critical infor-
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mation to others. Therefore, the data owner does not
want to publish the data. The data owner feels that the
data collector may steal their sensitive data.

o Data owner knows that their data gives significant
insights, and it is valuable to a data analyzer. Data
owners may be willing to exchange their data for certain
rewards or benefits.

o Data has to be protected from the data owner because
the data owner may distort the sensitive data used by
the analyzer to reveal true information.

The data privacy preservation technique must ensure data
integrity and invasion of sensitive data from unsolicited or
unapproved usage by any authorized or unauthorized user.
The sensitive data should be excluded from data analysis,
and sensitive data resulting from data analysis should not be
published if it breaches the individual’s data privacy [13].
Meanwhile, genuine users can use data for legal purposes.

In recent years, numerous methods have been proposed at
various stages of the data cycle to safeguard data privacy.
The paper reviewed the data privacy preservation methods
based on encryption techniques in the big data storage
stage. Further, this paper reviewed attribute and identity-
based encryption techniques for data privacy preservation.
In encryption-based data privacy preservation methods, sen-
sitive data are encrypted using a well-known encryption algo-
rithm and place the encrypted values in the cloud. In the data
processing stage, knowledge discovery techniques adopted
generalization and suppression approaches to combat data
privacy breaches in the cloud. The classification, clustering,
and association rule-based techniques preserve data privacy
during the data extraction stage [14]. Trends, patterns in
data, and the relationship between data is established using
the association rule. Data privacy means protecting personal
and sensitive information from invasion. From literature, it
is found that a set of privacy models; k-anonymity pri-
vacy model to combat record linkage invasion, [-diversity
data privacy model to combat both record linkage, attribute
linkage invasion, ¢-closeness data privacy models to combat
attribute linkage attacks, prevent probabilistic invasion. e-
differential data privacy model to avoid table linkage attack
and probabilistic invasion [15]. Among all models, the k-
anonymity-based privacy model is the most widely used
model. However, the k-anonymity based privacy model will
have more information loss or data distortion. Data utility
is low in k-anonymity based privacy models, and trade-offs
exist between privacy and data utility.

II. LITERATURE SURVEY

In this section, extensive study and reviews on existing
approaches on privacy preservation and research issues on
data privacy in the context of Big data have been discussed.
Many scholars have proposed methods based on cell gener-
alization, clustering, classifications, encryption, and privacy
preservation models for various big data life cycle stages. In
recent years, a couple of researchers have proposed methods
for preventing privacy breaches in a computing environment.

Today, advancements in wireless communication, innova-
tions in cloud computing, ambient intelligence, big data, and
wearable devices have leveraged health care systems. The
wearable device collects bio-medical data and stores it in

the cloud for further analysis. However, data sensitivity and
openness in communication channels result in data privacy
breaches. Therefore, ensuring data privacy preservation and
reducing data distortion is a new noteworthy research issue.

It is paramount to ensure data privacy in wearable de-
vices with knowledge discovery and data analysis require-
ments. Authors in [16] [17] proposed data aggregation and
cooperative-based privacy preservation models for wearable
devices. The proposed method is MinHash authentication
scheme to combat data privacy breaches and find similarity
patterns in data without disclosing sensitive data. Similar
data is aggregated to preserve data privacy. The author
has also proposed attribute encryption for access control
of sensitive data. The problem of data privacy breaches in
patient-sensitive data due to unauthorized access or excessive
authorization is solved in [18].

An extensive research work has been carried out to pre-
serve the privacy of patient-sensitive data in the healthcare
sector. Further, comprehensive research work has been car-
ried out to combat data privacy invasion on personal infor-
mation in the network and cloud. The privacy preservation of
sensitive personal data and maintaining the confidentiality of
information is challenging for the research community. The
statistical agencies must prevent data privacy breaches when
data is stored in the cloud. The authors in [19] [20] designed
a framework that enforces privacy preservation during data
mining on the cloud. The author proposed hiding sensitive
rules to balance data confidentiality and data disclosure with
a legitimate user.

On cloud storage, data records are merged to extract
useful information. While extracting knowledge, the con-
fidential information accumulated may lead to the disclo-
sure of sensitive data. An association mining with privacy-
preservation (PPARM) model has been proposed to protect
sensitive data from unauthorized access and exploitation. The
proposed association mining with the privacy-preservation
model determines a set of frequent attributes among data
sets distributed vertically without disclosing sensitive data
[21] [22]. Generally, privacy preservation is achieved through
data anonymization, which anonymizes data and releases
data sets in anonymized form. However, data privacy through
data anonymization is strong enough to withstand adver-
saries. The adversary with supplementary information about
a particular person in the dataset may begin an individual
re-identification and capture sensitive data. An attacker uses
permutation and combination to find the relationship between
data set records and captures sensitive data through dif-
ference invasion. Data anonymization-based privacy models
such as k-anonymity [23] and extensions of k-anonymity, 1-
diversity [24], and t-closeness [25] have been proposed in the
literature. Similarly, authors in [26] designed a protocol that
identifies encryption to guarantee a record-linkage attack.
To overcome difference attacks, semantic-difference-based
privacy models have been introduced, which analyze the
magnitude of change that took place after the attacker’s de-
duction was drawn on an individual earlier and after records
of the individual were published. The semantic difference
quantifies privacy loss mathematically.

In literature, there are several semantic-difference-based
privacy models have been proposed for knowledge discovery,
namely, PrivBasis algorithm [27], and DiffFIM algorithm
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[28]. However, these privacy models suffer from clamorous
results due to the large-scale data set. Knowledge discovery
in medical records is paramount because it may disclose a
correlation between symptoms and diseases. However, there
are several infrequent lists of symptoms and diseases in
data records. Therefore, use different values of thresholds
to represent the frequency of an item. Authors in [29]
developed an association rule that preserves privacy using
different threshold values for records in the dataset. Similarly,
Authors in [30] designed a methodology that performs global
computation with minimal communication using association
rules. The authors in [31] introduced a semantic layer in the
Big data framework suitable for extracting semantic patterns
from the data. The usefulness of the semantic layer in the big
data framework for event detection, object detection, decision
support, and reasoning is highlighted in [31]. Authors in [32]
authenticate data owners, a user using bi-linear pairing with
a random mask to combat data privacy breaches in the cloud.
The privacy risk is determined using a sparse graph with fake
edges and encrypting data using additive, somewhat homo-
morphic encryption [33] and Spamdoop[34]. The blockchain-
based method is proposed to secure data sharing and restrain
unauthorized access[35]. However, storing encrypted data
and authenticating data providers or data used is insufficient
to preserve privacy in the cloud. The data owners have to
decrypt and process data at their location. However, it is not
a feasible solution in a big data scenario where the dataset is
massive in nature. Government regulation authorities impose
stringent rules and penalties on cloud service providers or
data collectors to disclose their users’ sensitive data. The
approach in this paper is to scale down high-dimensional
data by finding data correlation through CFD. If correlated
data breaches privacy according to user requirements, then
such correlated data is obscured or anonymized, or discarded
from the dataset.

III. MOTIVATION AND BACKGROUND

Several complex operations could be carried out on large-
scale datasets on the cloud with privacy preservation con-
straints. However, data privacy preservation constraints while
processing big data may yield more data privacy threats.
Data processing activities such as data integration, aggrega-
tion, disambiguating records (i.e., entity resolution) across
datasets, etc., may disclose individual sensitive data even
though sensitive data is encrypted or anonymized or data
is obscured form. The motivation factor is that instead of
having a data privacy preservation method that guarantees
data privacy as expected by the data owner, define privacy
preservation policies that cloud storage service providers or
statistical agencies or government agencies, or companies
must follow to preserve the privacy of users from the initial
stage to final stages of services.

In recent years, Constraints-Relaxed Functional Depen-
dencies (with relaxation on comparison and coverage con-
straints) are widely used to find records matching, the
correlation between records, and knowledge discovery in the
dataset.

The proposed approach has leveraged Constraints-Relaxed
Functional Dependencies to find data correlation that
breaches user data privacy. Functional Dependencies with

relaxation on some constraints find a correlation between
data records across datasets on the cloud.

IV. PRELIMINARIES AND PROBLEM DEFINITION
A. Relation Scheme R

Relational Scheme in Database D : Let R is relational
schema defined on a set of attributes R={A1, As,..., Ap}, 1
is an instance of relational schema R and has set of tuples .
A tuple has set of attributes and a attribute has finite domain
dom(A;), A; € R, t{A;] e dom(A;) and all tuple t; € r.

Functional Dependency : A Functional Dependency ()
between two attributes sets A, B is represented as A — B.
Functional Dependency states constraint on set of tuples that
give raise to instance relation r € R, r: A — B. For pair of
tuples (t1, t2), constraint of Functional Dependency should be
satisfied: if t;[A]=ts[A] then t;[B]=t3[B], if constraints are
satisfied then set A be called LHS and set B be called RHS
of FD ¢. In this paper, the FD () are free from attribute-
comparison, coverage constraint, therefore, functional de-
pendency FD is constrints-free FD .

The Attribute-comparison Constraints-Relaxed: use sim-
ilarity or distance between attribute values in the range
of predefined intervals(e) instead of ’equality’ operator to
compare attribute values.

The Coverage-constraints free: it specifies a subset of
tuples that satisfies functional dependency constraint. The
coverage degree constraint quantifies the number of the
subset of tuples pairs that satisfy Functional Dependency
p(i.e., degree of satisfiability).

Given relational scheme r with set of attributes, the at-
tributes defined over domains dom={ dom,, doms,... dom,,}
and constraint C; on domain(dom) is given as follows.

Dom.={ t € dom(R) | ¥_,C;(t[A;])

The constraints domain (Dom,) is used to define coverage
constraints on functional dependency.

B. Constraints-Relaxed Functional Dependency

The constraints-relaxed functional Dependency ¢ on rela-
tion scheme R is defined as follows.

[Asy 255 Byl pom. (1)

The constraints domain is used to filter a set of tuples to get
the subset of tuples. The € represent threshold whose value
lies between 0 to 1, the symbol A and B represent attributes
and v, 12 represent constraints defined on attribute A and
B respectively (i.e. AN B=0,A, BCR).

The instance of relation scheme r satisfies Constraints-
Relaxed functional dependency () if V (ti,t2) € r and ¢
€ ¢ is True then ¢; € ¢ is always True. In other words,
if 11/A] and f3[A] satisfies the constraints ¢ then t1/B]
and to/B] satisfies the constraints ¢, with degree v (i.e.
degree of tuples dependency) greater than €. For example, the
database may contain authors with the same name, address,
and affiliation. Therefore, a Constraints-Relaxed functional
dependency ¢ is defined as:

Author— Address, Affiliation.

Further, the database may contain these attributes with dif-
ferent abbreviations, then a Constraints-Relaxed functional
dependency ¢ is defined as:
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Authory, — Addressg,, Affiliationg,

where ¢1,02, ¢3, are similarity constraints. Moreover, affil-
iation may change as authors change affiliation during ser-
vice or remain the same throughout. Therefore, Constraints-
Relaxed functional dependency ¢ is redefined as follows.

Authorg, Y Author, Addr, AT i) <0.02 Address,,, Affiliationg,

For a given relational schema R, and an instance of relation
scheme r € R, Determine set of attributes A=A1,As....,A,
that can breach data privacy call them as data privacy breach
attribute or confidentiality-violating attributes. Ensure that
such data privacy breach attribute sets are not accessible
to the attacker and encrypt data privacy breach attributes.
In other words, the functional dependency that sensitive
attribute as RHS value is made invalid.

C. Definition: Privacy

In the framework of personal data, data privacy means
ensuring confidentiality and integrity of data. For example,
user A should not know user Bs age, salary, account number,
etc. If user A is adequate to disclose Bs personal information,
then data integrity and confidentiality are breached and user
Bs data privacy is at risk.

Typically, R is relational schema defined on a set of
attributes R={A;, As,..., A,}, r is instance of relational
schema R and ¢ is tuple representing a record of an individual.
The projection of an attribute B or group of attributes B from
a tuple represents sensitive data. To ensure data privacy of
tuple ¢ containing sensitive attribute, tuple ¢ must satisfy: ¢#[B]
is in the obscured manner and a subset of attributes of tuple
¢ that has not been declared as sensitive can be used in other
operations but not for disclosing the sensitive attribute.

D. Definition: Attributes

The attributes of each transaction record in the dataset are
Identifier, Quasi-Identifier, Sensitive and Non-Sensitive.

e Identifier attributes are unique and shall be used to
distinguish a record from other records in the dataset,
For example: driving license number, mobile number.

o Quasi-Identifier attributes shall not identify a record in
the dataset but it can be used to identify if they are
linked with other external records. The identifier at-
tribute values are removed and quasi-identifier attributes
are used during data anonymization.

o Sensitive attributes are private, contain sensitive infor-
mation. The sensitive attribute values are to be con-
cealed. For example, disease, ATM pin number, pass-
words etc., The sensitive attributes are used extensively
for data analytics or data mining but not for anonymiza-
tion.

e Non-sensitive attribute value that can be disclosed and
no need to protect data privacy.

E. Definition: Data privacy breach attribute set

Let R is relational schema defined on a set of attributes
R={A1, As,..., A, }, r is instance of relational schema R, let
A, B be two attributes, A, B C R. Let B be set of sensitive
attributes B={Bj, Bs,... B,} and A be attribute that breach
confidentiality of data if attribute A is not key and B; € B is

RHS of Constraints-Relaxed FD and hold on record r and A
is on LHS (i.e. A — B,;, where B; ¢ B).

A relational schema R combat information confidentiality
by ensuring that all sensitive attributes in an obscured and
does not include attribute/s that violate confidentiality.

F. Problem Definition:

Any statistical agency or cloud service provider can use
individual sensitive data for data analysis purposes to extract
significant insights from it. But, without jeopardizing data
privacy and not publishing for commercial gain or sharing
individual sensitive data to unauthorized third parties or any
individual. If the confidentiality of data is not maintained,
then it is a violation of data privacy. Data owners have
shared his/her sensitive data with the statistical agency or
organization, entrusting them to protect data privacy from
unauthorized access. Design a privacy preservation model
that finds a minimal set of sensitive attributes to be obscured
while preserving information confidentiality in big data ap-
plications. The minimal set of attributes is encrypted to
enhance sensitive data confidentiality and use non-encrypted
attribute values for knowledge discovery and analytics pur-
poses.

V. METHODOLOGY

Preserving data privacy or information confidentiality
through a cryptographic approach is computationally expen-
sive because the volume and variety of data are massive.
Moreover, it is an agonizing task to determine a set of
sensitive data and attributes that derive these sensitive data
in big data applications. In order to find the solution to this
problem, this paper proposes an approach that minimizes
the number of obscured attributes that enhance data usage
while preserving data privacy or information confidentiality.
The proposed approach identifies the correlation between
attributes.

The relational databases use functional dependency to find
the correlation between attributes and normalization. The ex-
tended form of functional dependency is Constraints-Relaxed
functional dependency(CFD); it softens some constraints
such as attribute comparison and coverage degree. The CFD
extended form of functional dependency is used in this paper
to identify correlation attributes. The CFD is used to find a
set of attributes from which a set of sensitive attributes are
derived. The given dataset is considered as relational scheme
R, instance of a relation scheme is r. For a given database
relation R, find a set of attributes that violate information
confidentiality and obscure them from being accessible. For
the given instance of a relation scheme is r, find LHSs of
CFD that have sensitive data on RHS of CFD.

Section A describes the process of finding Constraints-
Relaxed functional dependency(CFD) on relational scheme
R. The set of algorithms designed in section B produces a
set of CFD of form Z — A, where Z is attributes on LHS
that derive a set of sensitive attributes A on RHS.

A. Find Constraints-Relaxed Functional Dependency (CFD)

The Constraints-Relaxed functional dependency is deter-
mined by discovering a subset of tuples that have the same
attribute values on RHS when they have the same attribute
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value on LHS. It is accomplished by producing functional
dependency candidates and checking for validity minimality.
The validation process is performed by splitting the tuples
based on LHS and RHS attribute values and then do the
cardinalities of partition [36]. Finding Constraints-Relaxed
FD means determining subsets of tuples that satisfy the
constraints on the LHS attributes and constraints on the RHS
attributes. Further, verify the LHS subset pattern contained
in at least one RHS subset. First, generate subsets of similar
tuples and then use these similar tuple subsets to validate
CFDs. To generate similarity subsets, first, determine the
difference matrix.

Definition: Difference matrix of an attribute: r is an
instance of a relation schema R and it contains a set of
attributes belonging to Attribute domain A (i.e., A1, As,.. A,
€ A). Let § be function of distance defined over the domain
of A. The difference matrix for attribute A is a matrix M4
whose entry (i,/) contains the distance value J(t;[A], t;[A])
of the projections of tuples t; and t; on A.

Definition: Difference matrix of an attribute set: r is an
instance of a relation schema R, consists of set of attributes
A; € A (ie. A={A1, Ay ..., A, } is an attribute set).
Let A be distance functions defined over the domains of Ay,
As . .. ,A,. The difference matrix for A is a matrix Mxa
where entry (i, j) contains the n-tuple (di, . . , d,, ), where
dr = 0 ([Ag], t; [Ag]), and t; , t; are tuples of 7 .

For example, consider the following sample dataset as
shown in Table 1. Using definition of difference matrix of

TABLE I: Sample Dataset

Tuple No.  Height  Weight  Shoe Size
1 175 70 40
2 175 75 39
3 175 69 40
4 176 71 40
5 178 81 41
6 169 73 37
7 170 62 39

an attribute, the difference matrix for attribute Height, Weight
and Shoe Size is computed and it is shown in Table 2.

In the next step, use the difference matrix of the attribute
and the difference matrix of the attribute set to find the
similarity of tuples t. The similarity pattern of a tuple is
used to find similarity patterns among a set of tuples.

Pattern with similarity: Let r be an instance of a relation
schema R, consists of set of attributes A; € A. The difference
matrix for attribute A is M4 and series of constraints on
matrix M4 values is ¢; € ¢. The pattern with similarity
of a tuple on matrix M4 is represented by TX . The
TX is computed as M([i1,ji]=(d1, ds..d,) where d; satisfy
constraint ¢g, V g €/I, n] and k €[1, h].

Pattern with similarity for subset: Let r is an instance of
a relation schema R, consists of set of attributes A; € A.
The difference matrix for attribute A is M4 and series of
constraints on matrix M4 values ¢; € ¢. A pattern with
similarity for the subset is represented as S,. The pattern
with similarity and pattern with similarity for the subset is
computed using difference matrix Mpeight, Mweight and
Mshoesize-

For example, for the sample dataset shown in Table 1, a
set of constraints are specified. For less than equal operator

TABLE II: Difference matrix for an attribute for Height(A),
Weight(B), Shoe Size(C) and Height, Weight(D)

O UL WN =

TGO W OO O
TGO W OOOoON
TGO W OO O W
AN O ==
00 OWONWWWOUL
HFO OO0,
O =00 O UtUt Ut

A. Difference matrix for an attribute Mpze;gnt

1 2 3 4 5 6 7
1 0 5 1 1 11 3 8
2 5 0 6 4 6 2 13
3 1 6 0 2 12 4 7
4 1 4 2 0 10 2 9
5 |11 6 12 10 O 8 19
6 3 2 4 2 8 0 11
7 \8 13 7 9 19 11 0

B. Difference matrix for an attribute Myye;gnt

1 2 3 4 5 6 7
r 0 1 0 0 1 3 1
2(1 0 1 1 2 2 0
310 1.0 0 1 3 1
410 1.0 O 1 3 1
511 2 1 1 0 4 2
613 2 3 3 4 0 2
7 \1 0 1 1 2 2 O

C. Difference matrix for an attribute MgpoeSize

1 2 3 4 5 6 7
1 ,0,0 05 01 1,1 3,11 6,3 5,8
2 ({05 00 06 1,4 36 62 513
3101 o6 00 1,2 312 64 57
41,1 1,4 1,2 00 210 7,2 6,9
5 3,11 3,6 3,12 2,10 00 9,8 819
6|63 62 64 72 98 00 1,11
7 \58 513 57 69 819 1,11 0,0

D. Difference matrix for attribute set Mgeight, Weight

<, constraints (i.e. threshold value) for attributes Height and
Shoe Size is set to 1, similarly, constraints for the attribute
Weight is set to 10. The pattern with similarity for subsets is
shown in Table 3.

Pattern with similarity for Height = {1, 2, 3, 4}123.4 ,
{5}5. {6, 7}6,7 }; Pattern with similarity for Weight = {1, 2,
3,4,6,7413,{1,2,3,4,5 6}26,{1,2,3,4,5,6,7} 4,
{24, 5, 6}5, {1, 3, 4, 7}7 ; Pattern with similarity for Shoe
Size = {1,2,3,4,5, T}134, {1, 2,3, 4 7}a7, {1, 3, 4,
5}5.{6}6.

The pattern with similarity for a subset of tuples is used to
validate CFD. The proposed approach reduces patterns with
similarity of subsets for the LHS attributes by discarding a
single value (i.e., diagonal elements in the matrix) giving
a set of striped patterns with similarity subsets. The set of
striped patterns with similarity subsets are used to validate
CFD based on the refinement of pattern with similarity
subsets. The process of finding each pattern with a similar
subset is contained in one of the subsets is called refinement.
Thus, a Constraints-Relaxed functional dependency holds for
the whole database only if a pattern with a similarity subset
is contained in one of the subsets patterns with similarity.

Volume 31, Issue 1: March 2023



Engineering Letters, 31:1, EL._31 1 02

TABLE III: Difference matrix highlighting a set of pattern
with similarity of subsets

(S B> RVS]
g o W
[S1 3= RNV]
NN
00 QIO W W W
= OO 3o O O
S =0 & ot Ut Ut

A. Pattern with similarity for subset set : Mpzeignt

1 1113 sj
6 4 6 2[13
0 2]12]4 7
2 0 10 2 9
11 ]6]12]10 0 8] 19
3 2 4 2 8 0]11

13 19 11 [0]

B. Pattern with similarity for subset set : Myyeignt

B lo oot

C. Pattern with similarity for subset set : MghoeSize

The set of constraints is specified for the sample dataset
shown in Table 1. For less than equal operator <, constraints
(i.e. threshold value) for attributes Height and Shoe Size is set
to 1, similarly, constraints for the attribute Weight is set to 10.
The Constraints-Relaxed functional dependency is defined as
follows:

{Height,, , Weights, } — Shoe Size,

The cfd holds for the whole dataset. Thus, refinement on
pattern with similarity subsets for attribute Height,Weight
= {1, 2, 3, 412,34 } refinement on pattern with similarity
subsets for Shoe Size = {{1, 2, 3, 4, 5, 7T}134 . {1, 2,
3, 4, T}a7, {1, 3, 4, 5}5 }, a pattern with similarity of
{Height,Weight } is contained in pattern with similarity of
Shoe Size. The pattern with similarity subset is contained in
one of the subset pattern with similarity is shown in Table
4.

B. Constraints-Relaxed Functional Dependency Algorithm

For a relation scheme R, the Constraints-Relaxed func-
tional dependency is constructed by visiting a lattice struc-
ture. All k-combinations of attributes of the relation scheme
are considered while constructing functional dependency. For
every iteration, k-attributes are chosen in the range from
2 to the number of attributes of the relation. Only an un-
pruned set of attributes at each iteration are considered for
constructing CFDs. r is an instance of a relation schema R
and contains set of attributes belonging to attribute domain
A (i.e., Ay, As,.., A, € A). The difference matrix for attribute
A is M4 and series of constraints on matrix M 4 values ¢;
€ ¢. A pattern with similarity for the subset is represented

TABLE IV: The pattern with similarity subset is contained
in another subset with similarity pattern

3,11 6,3 5,8
3,6 6,2 5,13
3,12 6,4 5,7
2,10 7,2 6,9
2,10 9,8 8,19
7,2 9,8 1,11
6,9 8,9 1,11

A. Pattern with similarity of subsets for Height and Weight

3,11 3,6 3,12
6,3 6,2 6,4
58 5,13 5,7

B. Pattern with similarity of subsets for shoe size, submatrix with yellow
color subset indicates inclusion property.

as S,. The process of generating a subset of pattern with
similarity for the attribute is given in algorithm 1.

The subset of pattern with similarity for the attribute is
computed using difference matrix Mycignt, Mweight and
Mshoesize 18 shown in figure 2.

Algorithm 1 accept relation scheme r, attribute and con-
straints (¢ 4) on an attribute A and return subsets of pattern
with similarity for attribute. For each tuple of relation r (i.e.,
t; € r) pattern with similarity of a tuple is computed using
Algorithm 2 (Pattern with Similarity given Constraint). The
pattern with similarity of a tuple on matrix M 4 is represented
by TZ . The Tf{ is computed as M([iy,ji]=(d;, d..d,,) Where
d; satisfy constraint ¢4, V ¢ €/, n] and k €[l, h]. The
computed pattern with similarity of a tuple TX and tuple
t; is assigned to I4 (Line 4, 5). Algorithm 2 reduces pattern
with similarity of subset for the LHS attributes by discarding
single value (i.e., diagonal elements in matrix). Algorithm 2
also computes subset of stripped pattern with similarity using
a difference matrix on pairs of tuples.

Algorithm 2 accepts relation scheme r, attribute A, con-
straints ¢4, tuple #; and returns pattern with similarity of
a tuple on matrix M4 TX’. In algorithm 2, every tuple that
belongs to r (i.e., t; € r) are used to find tuple t;, t; values
difference for given attribute A (Line 3). The difference
between tuple t;, t; values is computed as per the constraints
¢4 (Line 4) and the difference value is added to ng when
it satisfies the constraints ¢ 4 (Line 4-6).

Algorithm 3 computes a subset set that has pattern with
similarity for given an attribute set. It uses /4 , Ix and
computes Iy | J A. For a given pattern with similarity of I,
it finds matching set of tuples using the function RetriveTu-
ple(Line 3). In next step, for every tuple #; it finds pattern
with similarity 7% from 7, using Algorithm 1 (i.e. Subset of
Pattern with Similarity)(Line 5). To find a subset of pattern
with similarity for a given set of attributes, it performs the
intersection of I, and /4 (Line 6,7). Finally, intersected I,
and /4 set is added to tuple #;(Line 8).

The obtained set of striped patterns with similar subsets is
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used to check the validity of Constraints-Relaxed functional
dependency with the help of the refinement process on
patterns with similar subsets. The process of finding each
pattern with a similarity subset is contained in one of the
subsets of patterns with similarity is called refinement. Thus,
a Constraints-Relaxed functional dependency holds for the
whole database only if a pattern with a similar subset is
contained in one of the subset patterns with similarity.

Each striped pattern with similarity subsel_[\x refines
another striped pattern with similarity subset Ix | 4 if each
striped pattern with similarity subset f;\( is included in one
of the subset of Ix ;. The pseudo-code for validating
Constraints-Relaxed functional dependency is given in Al-
gorithm 4.

Algorithm 1 Subset of Pattern with Similarity

Input: Relation r, Attribute A, Constraint:¢ 4
Output: Subsets with pattern similarity, 14
1: Initialize I 4=0, similar=0
2: for every tuple t; € r do
3 similar=PatternWithSim(r, A, t;, ¢ 4)
4: I4=I4 | similar (i.e T;{)
5 Assign(similar,t;)
6: end for

Algorithm 2 Pattern with Similarity given Constraint

Input: Relation r, Attribute A, t;, Constraint:¢ 4
Output: Pattern similarity subset set that satisfies Constraint
1: initialize difference=0, similar=0
2: for Every tuple t; € r do
3 difference=0 4 (#;[A], t;[A])
4 if Satisfies(difference, ¢4) then
5: add j into similar (i.e ng
6 end if
7: end for
8: return(Pattern similarity subset set that satisfies Con-
straint)

Algorithm 3 Pattern with Similarity Subsets;attribute set

Input: Set Iy, Set 14
Output: set of subsets with pattern similarity

1: Initialize  similar=0, similar4=0, assigTuples=0,

Ixya=0

2: for Every similarx set € [x do

3 assigTuples=RetrieveTuple(similarx, Ix)

4 for Every tuple t; € assigTuples do

5 similar p=Subset of Pattern with Similarity(t;, [ 4)
6: similar=similarx () similar 4
7
8

Ixya=Ixya U similar
Assign(similar, t;)

9: end for

10: end for

C. Heuristic approach to finding minimal set Z

To minimize the number of attributes to be encrypted and
preserve information confidentiality find minimal set Z . This

Algorithm 4 Validity of Constraints-Relaxed FD

Input: Set Ix, Set 14, relation scheme r
Output: validity of Constraints-Relaxed functional depen-
dency
1: get IﬁﬂripSimPat(IA)
2. get Ixy a=StripSimPat(Ix ) 4)
3: for each f); do

4: if (disjointness(ﬁ,]?—U\A)) then
5: return invalid cfd

6 else

7: return valid cfd

8 end if

9: end for

paper uses a heuristic approach to find minimal set Z and the
process of finding minimal set Z is described in this section.

The process of finding minimal set Z is formulated as
finding a solution to the minimal feedback vertex set (MFVS)
problem. The solution to the feedback vertex set problem
is determined by identifying a subset of its vertices (i.e.
feedback vertex set) that form a cycle in the graph and the
removal such vertex set makes the graph as acyclic[37]. This
paper adopts an approach that is used to solve the MFVS
problem to find a minimal set Z. The process begins with
identifying attributes that violate information confidentiality
and belong to the LHS of CFD. Assign weight (number of
times) to each attributes that violate information confiden-
tiality and belongs to LHS of CFD. Further, rank is assigned
to an attribute (i.e., belongs to a confidentiality-violating
attribute set) based on the number of times it has appeared.
Eventually, eliminating confidentiality-violating attributes in
decreasing order of attributes appeared.

In the worst case, if the LHS of CFDs has a single
attribute, then eliminate such attribute without assigning
rank.

For example, consider the following two CFDs. The
attribute B is sensitive attributes
CFD 1: {A, N, G, O}— {B}

CFD 2: { A, F, L}—{B}

Fig. 1: CFDs with confidentiality-violating attribute
In the above example, assign weight to each attribute that
appears on LHS of CFDs, attribute A has a weight 2 and
all other attributes have weight 1 (i.e., N, G, O, M, D, F,
L). Next, arrange weight of attributes in decreasing order.
Eventually, eliminate the attribute A. The elimination of
attribute A makes CFDs invalid and the graph becomes
acyclic. Moreover, the sensitive attribute on RHS of CFDs
is not accessible. To preserve information confidentiality,
attribute A and attribute F are encrypted. The CFDs obtained
for the sample dataset considered in Table 1 are as follows.

{Height , Weight} — {Shoe Size }
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The CFD has confidential-violating attribute
set:{ Height,Weight} ~ and  sensitive attributes  {shoe
Size}. To preserve information-confidentiality,

attributes{ Height,Weight} on LHS and attributes {shoe
Size} on RHS is encrypted. The process of encryption is
described in the next section.

D. Encryption of Confidentiality-violating Sensitive At-
tributes

The minimal set Z obtained in the previous sections are
encrypted using block cipher[38]. The minimal set Z
contains the set of confidentiality-violating attributes and
sensitive attributes. The k bits key is used to encrypt 64
bits of plain text and produce cipher text. The process of
encryption is specified as function f

fr(p) + {0.1}F x {01} — {0,1}"

The key K has length of k and n is length of data block to
be encrypted. The set of sensitive attributes, confidentiality-
violating attributes set Z on LHS of CFDs and sensitive
attributes on RHS of CFDs are encrypted using different key
K. The key used to encrypt plain text and decrypt cipher
text is shared with the data owner. For example, the sample

TABLE V: Sample customer dataset

Tuple No.  Hieght Weight  Shoe Size
2 EXS X3 X3
5 178 81 41
6 169 73 37
7 170 62 39

dataset considered in Table 1, it is found that first four rows
of height and weight to be confidential, the attribute height
and weight are confidentiality-violating attribute set and shoe
size is sensitive attribute. Table 5 shows some attribute
values are encrypted using the proposed methodology and
the values represented ’**’ are encrypted values to preserve
the information-confidentiality.

E. Robustness of Proposed Methodology

In this section, the critical analysis is performed to check the
robustness of the proposed methodology against an attacker
who tries to disclose values of confidential attributes. The
Constraints-Relaxed functional dependency(CFDs) relaxed
some constraints; quantity of attributes on LHS of CFDs
and degree of similarity. For example, functional dependency
(p: X — Y defined on instance of database relation scheme
R is constraint-free functional dependency, but functional
dependency cpl: A — Y, A € X defined on instance of
database relation scheme R is not constraint-free functional
dependency. Thus, the set of CFDs on the unencrypted
relation scheme R makes the attacker to disclose encrypted
attribute values.

Case I: Let us consider a dataset that has an information-
confidential attribute ( say attribute D). As per the method-
ology, find CFDs with attribute D on RHS on the dataset and
mask the attribute value of D using encryption. That is, find

CFD ¢: AB — D and obscure tuple t;[D] by encryption.
If the tuple t;[D] is encrypted, attacker can infer value of
encrypted attribute through the attributes similarity between
two or more tuple (say #; and f3) . To solve this problem,
the CFD ¢: AB — D ascertain to obscure both tuple t;[A]
and tuple ts[A]. Because, the CFDs, ¢1: A — D and ¢o: B
— D are not validate on dataset and obscure attribute value
of A or B, attacker cannot disclose encrypted attribute values
by knowing value of A/B.

Case II: Consider the scenario, where attribute B is not
obscured but attribute A is obscured to invalidate the cor-
relation between attributes that is represented by ¢: AB —
D. Now, the attacker observes all the values of attribute B
in all tuples of the dataset and tries to infer the information-
confidential attribute value of D. To avoid such an attack by
the attacker, obscure both attribute B attribute A to invalidate
the correlation between attributes that is represented by (:
AB — D.

To guarantee information confidentiality, the proposed
methodology must ensure that there is no violation of CFDs
by a confidential attribute which is obscured. For confidential
attribute A and masked tuple f[A], the attacker can infer the
value of confidential attribute A if one of following condition
is satisfied.

o By observing minimal set Z of CFDs on the unencrypted
dataset and the partially encrypted dataset the attacker
infer the value of the confidential attribute.

e There exists cfd ¢;: X — A that does not hold on
instance of relation scheme » but hold on tuple ¢ and
projection of set of tuples s on attribute X give similar
value of t[X]. All value of A is same as tuple value in
.

VI. RESULTS AND PERFORMANCE ANALYSIS
A. Language and Hardware used for implementation

Python code is written to find a set of CFDs on datasets, and
all CFDs obtained after executing the code are analyzed. The
pseudo-code for constructing CFDs is given in Algorithm
1, Algorithm 2, Algorithm 3, and Algorithm 4. Python
code is also written MFVS that selects attributes to be
encrypted. The paper used standard Block cipher algorithm
to encrypt attribute values. All experiments are carried out
on an Intel i7 processor at 2.34GHz, 32GB RAM, 6 GB
NVIDIA graphic card, Windows 10 operating system, and
Python 3.8(Anaconda 3) on the Apache Spark platform.

B. Dataset Used

All experiments are carried out on the Heart-Disease dataset
and Census-Income (KDD) dataset[39] and conducted on
Apache Spark, an open-source framework for big data ap-
plications. Apache Spark provide driver program to begin
execution with main module, processing nodes for parallel
execution of CFD algorithms, CFDs formation based on sim-
ilarity, coverage threshold, attribute encryption and memory
abstraction for sharing data set. Apache-spark allows us to
create Resilient Distributed Dataset after the spark session.

The heart-disease dataset contains 76 attributes, subset of
14 attributes are used for experiments (i.e., age, chest-pain-
location(cpLocation), chest-pain-type(cptype), blood pres-
sure, cholesterol, sex, ecg results, slope, rest-wall(rwall),
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vessels, thal, dnum, maximum-heart-rate(mhrate), exercise-
induced, heart-condition(hcondition) etc.,). The Census-
income dataset contains 40 attributes relevant to the in-
come of a person, subset of 26 attributes are used for
experiments (i.e., age, class-of-worker, occupation-code,
education(edu), wage-per-hour, sex, total-person-earnings,
country, citizenship, family-members, weeks-workload, total-
person-earnings(totpearning), etc.,). Table 6 highlights the
number of attributes, number of instances, dataset size, and
#CFDs for the given dataset.

TABLE VI: Dataset details

Dataset. #Attributes | #Instances | Dataset(MB) | #CFDs
Heart-Disease 14 303 60 15
Census-Income 26 9762 103 241

C. Scenarios of Experiments

The proposed methodology is used to find a minimum
number of attributes to be encrypted to preserve information
confidentiality. The set of CFDs is obtained for the given
dataset according to attribute similarity and coverage thresh-
old value. The sample set of CFDs for Census-Income and
Heart-disease datasets are given in Tables 7 and 8.

For the conduction of experiments, this paper sup-
posed attribute to be confidential and derived a set of
CFDs for each supposed attribute. Further, the minimum of
attributes to be encrypted is derived using heuristic MVFS
and encrypted using Block cipher method. In the experiment,
the proposed CFDs algorithm is used to find a set of CFDs
according to attribute similarity and coverage degree and
heuristic MVFS algorithm is used to evaluate the minimum
number of attributes to be obscured to preserve information
confidentiality. Under different configurations of constraints
(i.e., attribute similarity and coverage degree), the experi-
ments are conducted to find a set of CFDs and a minimum
of a set of attributes to be encrypted from the set of CFDs.
Senario I, both constraints attribute similarity comparison
and coverage degree are considered. Scenario II, considered
a set of CFDs with constraint-free on coverage range and re-
duced value of attribute similarity comparison, setting thresh-
old to 10% on attribute similarity. Scenario III, considered a
set of CFDs with constraint-free on attribute comparison and
reduced value of coverage range, the threshold value is set to
1 for every attribute. Scenario IV, considered a set of CFDs
with constraint-free on attribute comparison and coverage
range. The set attributes are encrypted to preserve informa-
tion confidentiality, and the set of attributes to be encrypted
certainly increases as constraints on functional dependencies
are relaxed or flexible. Removing constraints on functional
dependencies will yield more correlated attributes.

D. # CFDs for Census-Income, Heart-disease Dataset

Table 7 and Table 8 show the set CFDs discovered for the
Census-Income, Heart-Disease dataset. The attribute similar-
ity and coverage threshold have a greater influence on the
number of CFDs. It is noticed from listed CFDs that attribute
sex, age implies occupation, similar values of attributes age,
sex, fname,lname, edu imply similar value of occupation. It

120 : ‘
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coverage 40% == |

80 f--- ..
60
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Similarity Threshold
Fig. 2: # CFDs for Heart-Disease Dataset

is also observed from Table 8 that similar values of age,sex
imply heart-rate. Further, similar value of attribute age,
bp, cholesterol, dnum imply heart-rate. Another cfd is the
hybrid CFDs that uses attribute {cpLocation, cptype, bp,
cholesterol} to determine { hrate}. It indicates that heart
rate(hrate) is derived using attributes {cpLocation, cptype,
bp, cholesterol}. It also indicates that, whenever the cpLo-
cation, cptype, bp, cholesterol} values are similar, then the
heart rate is also similar.

TABLE VII: Sample CFDs for Census-Income Dataset

CFDs Similarity | Coverage
Threshold | Threshold
{age,sex — occupation} 0 0.2
{age, country— wages/hour} 0 0.2
{age, fname,Iname— wages/hour} 0 0.2
{age, sex,edu — wages/hour} 1 0.1
{age, sex, fname,Iname, edu — occupation} 1 0.1
{age, class,country — wages/hour} 1 0.3
{age, class, totpearning — totearnings} 1 0.3
{age, citizenship, edu,fmemb — totearnings} 1 0.0
{edu, age, wages, totpearning — totearnings } 1 0.2
{edu, age, wages, workload — totearnings} 2 0.2
{age, edu, class — occupation} 2 0.4
{country, citizenship,edu — occupation } 2 0.4

TABLE VIII: Sample CFDs for Heart-Disease Dataset

CFDs Similarity | Coverage
Threshold | Threshold

{ age,sex — heart rate } 0 0.2

{ hrate, cplocation, cptype — hcondition } 1 0.1

{ age, sex, exercise — cptype } 1 0.1

{ age, ecg,vessels — hcondition } 1 0.3

{ age, ecg,vessels — hcondition } 1 0.3

{cpLocation, cptype, bp, cholesterol — hrate} 1 0.0

{sex, age, bp, cholesterol — hrate} 1 0.2

{age, bp, cholesterol, dnum — hrate} 2 0.2

{age, rwall, vessels — hrate} 2 0.4

{bp, cholesterol, ecg, slope — hrate } 2 0.4

Figure 2, Figure 3 represent the number of CFDs ob-
tained from the heart-disease, Income-Census dataset respec-
tively under different configuration settings on constraints.
The line in the graph represents different threshold values
of coverage extent. It is observed from figure 2 and figure
3 that relaxation on coverage extent results in more CFDs.
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Moreover, a maximum number of CFDs are discovered with
a coverage extend threshold value slightly greater than 0%
but less than 20%. It is evident from figure 2 that when
the attribute similarity threshold value is set to high, then it
certainly increases the number of potential CFDs but newly
discovered CFDs will invalidate all ready discovered CFDs.
Therefore, the number of discovered CFDs is less as attribute
similarity and coverage extent threshold values are increased.

It is observed from Figure 2 and Figure 3 that
a change in attribute similarity threshold value from O to
4 results in a decreased number of discovered CFDs. It
is because when the attribute similarity threshold is set
to a ’zero’ threshold, then many attributes value are not
the same as other attribute values on the LHS attribute,
which results in more dependencies. Later, when the attribute
similarity comparison threshold value increases, many CFDs
are invalidated. When the attribute similarity threshold value
is set higher, it might result in new CFDs due to similarity in
LHS value. However, it also invalidates existing CFDs due
to dissimilarity in RHS attributes.

The number of attributes to be obscured under
different configuration settings on CFDs for Income-Census
and Heart-Disease datasets are shown in Fig. 4 and Fig. 5,
respectively. The minimal set Z of the attribute to be obscured
is determined using heuristic MVFS. During experiments,
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constraints on functional dependencies are specified using
ConstraintsFD, Rel-Cov-Range, Rel-Attr-Sim and Rel-Attr-
Sim-Cov-Range. The ConstraintsFD indicates no constraints
on functional dependencies, The variable Rel-Cov-Range
indicate constraint relaxation on coverage extent, Rel-Attr-
Sim indicate constraint relaxation on attribute similarity
comparison and Rel-Attr-Sim-Cov-Range indicate relaxation
on attribute similarity comparison and coverage extent.

It is noticed from Figure 4 that number of attributes
to be obscured are different under different configuration
settings CFDs for Income-Census dataset. The intuition from
figure 4 is that the relaxation of constraints on CFDs has a
direct impact on the number of attributes to be obscured.
The relaxation of constraints on CFDs gives more correlated
attributes and thwarts information-confidentiality breaches. It
is seen from that the number of the attribute to be obscured is
more when relaxation on both constraints on CFDs are set.
The attributes edu and age are determine other correlated
attributes in the dataset, therefore number of attributes to be
obscured is more for attribute edu and age. The attribute edu,
age and fmember are more correlated attributes and can be
used to determine total income of family.

The number of attributes to be obscured are different
under different configuration settings in CFDs for Heart-
Disease dataset is shown in Figure 5. A similar observation
in Figure 5, the number of the attribute to be obscured
is more when relaxation on both constraints on CFDs are
set. The attribute vessels, age, cholesterol, bp and slope
are determine other correlated attributes in the heart-disease
dataset. Figure 4 and Figure 5 point out the relation between
the number of attributes to be obscured and the level of infor-
mation confidentiality. It indicated obscuring more attributes
to thwart information-confidentiality breaches and increase
information confidentiality.

In Figure 6, the x-label indicates the information-
confidentiality attributes, and the y-label indicates the num-
ber of attributes to be obscured to ensure information-
confidentiality on attributes. The heuristic MVFES is used for
finding a minimal set Z to be encrypted. It is obvious that the
number of attributes to be obscured is more as the number
of information-confidential attributes increases. It is observed
from figures 6 and 7 that when the confidential attribute is
added, the proposed methodology discovers additional CFDs
and applies heuristic MVES to find a new minimal set Z to be
obscured. Thus, for every introduction of a new confidential
attribute, discovering a new set of CFDs and selecting
minimal set Z to be obscured will occur. It is noticed from
figure 6 that a linear increase in attributes to be obscured
for a given set of information-confidentiality attributes for
all configuration settings on CFDs except on Rel-Attr-Sim-
Cov-Range configurations. For Rel-Attr-Sim-Cov-Range con-
figuration, the number of attributes to be obscured decreases
for a given set of information-confidentiality attributes.

Figure 7 represents the results of the experiment obtained
on the Income-Census dataset. It is noticed from figure 7
linear increase in attributes to be obscured for a given set
of information-confidentiality attributes for all configuration
settings on CFDs. For configuration Rel-Cov-Range, it is a
linear increase at the beginning and then remains unchanged
for the given information-confidentiality attribute from 2 to
4. Similarly, for Rel-Attr-Sim configuration a linear increase
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for given information-confidentiality attribute from 1 to 3
and remains unchanged for given information-confidentiality
attribute.

Fig. 8 and Fig. 9 show values of accuracy for different
values of k and for three different dataset D, D> . The accu-
racy is used to compare the data quality before and after data
anonymization. If data distortion is more after performing
anonymization to the dataset, then accuracy values is less.
Otherwise, the accuracy is higher. It is noticed in Fig. 8
and Fig. 9 that the accuracy of the proposed privacy model
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Fig. 10: Quantification of Privacy at depth 60
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is better than existing privacy models. The rationale beyond
better accuracy is the consistency in generalizing the dataset.
The data quality after anonymization is marginally lower
than the original dataset. The proposed privacy achieves
better accuracy because it uses similarity and ensures an ap-
proximately equal distribution of sensitive attributes in each
equivalence class. The proposed privacy model calculated
assailability weights of the quasi-identifier attributes and
quasi-identifier attributes value domain consistency during
the data anonymization process

The variables d and € indicate the depth of the taxonomy
tree and privacy breach at every level of the tree. The effect
of depth of taxonomy tree and privacy breach on the accuracy
of privacy preservation model is shown in Fig. 10 and Fig.
11. It is observed from Fig. 10 and Fig. 11 that the accuracy
increases dramatically when e the value ranges from 0.5 to
2. The value e quantifies the privacy beaches.
The performance of the proposed algorithm is measured
according to the information gain. The information gain
metric is used to measure the data quality. It is vital to find
the data quality in terms of information gain on obscured
and non-obscured datasets. The information gain gives data
dispersion. The information gain use concepts of entropy.
The entropy is defined as
Entropy = H(X)=-X p(X)log p(X), X represent attribute.
H(X) represent entropy of attribute X. p(X) probability of
occurrence of attributes X. The information gain downgrades
entropy values because it partition the dataset according to
the attributes. The formal definition of information gain is
formally defined as
Information Gain = I(X,Y) = H(X)-H(X/Y), I(X,Y) represent
the information gain on X, Y attribute, H(X) represent
entropy of attribute X given attribute Y. The information gain
for different attributes of datasets has been evaluated. For
Heart-Disease dataset, Occupation attribute is used as the
target attribute. Thus, for each attribute, information gain is
evaluated. All encrypted values are considered in the com-
putation of information gain. Figure 12 illustrates the results
of the experiments. The red bar represents the information
gain on non-encrypted attributes, and the blue bar represents
information gain obtained after applying the proposed algo-
rithm (i.e., information gain on encrypted attributes). The
difference in information gain on non-encrypted and en-
crypted attributes is small. The small variation of information
gain indicates guaranteed privacy preservation without the
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Fig. 12: Information Gain values on Heart Disease Dataset

annoying quality of data. Maximum variation in information
gain occurs when an attribute has many values and encryp-
tion on these values. Minimum variation in information gain
occurs when an attribute has a unique value. In figure 12,
attribute H 4441 has maximum variation in information gain,
and H 43 has minimum variation in information gain. The
variation in information gain indicates how partial encrypted
data attributes help to ensure both privacy and data utility.

The proposed model’s execution time depends on the dataset
size, application and active nodes. The set of experiments
is conducted by fine-tuning parameters, such as the number
of executors, memory, number of input splits, number of
shuffles, and cores of executors. The proposed model’s
execution time on the MapReduce framework is based on
the number of splits in the datasets. For analysis of the
dataset size (i.e., input split) on execution time, initially, the
size of the dataset (input split) is set to 128MB, and other
default parameters are changed. Later, three different dataset
input splits (256MB, 512MB, 1024MB) are selected, and the
default parameters are unchanged. It is noticed from Fig. 13a
that the execution time increased by 2when a dataset size of
256MB and a 2% increase in execution time continues for
a dataset of size 300GB. Moreover, it is observed from Fig.
13a that execution times are similar when data sizes are less
than 200 GB.

Fig. 13b demonstrates the execution time on the MapReduce
framework with fine-tuning shuffle parameter. It is noticed
that the average execution time increases linearly for datasets
of sizes up to 450 GB. When the shuffle parameter is fine-
tined (i.e. Reduce=150 and task=45), the proposed model’s
execution time is enhanced by 1%. In general, the proposed
model with the default parameter has optimum performance.
The execution time of the proposed model on the Apache
spark framework is illustrated in Fig. 13c. On the Apache
spark framework, we have fixed parameters such as the
number of executors and their memory but changed the
dataset size to measure the execution time of the proposed
model. The default block size of the dataset on Apache spark
is 128 MB. However, the block sizes are varied (i.e., 256
MB, 512 MB) to measure the execution time of the proposed
model. The results illustrate that block sizes of 512 MB and
1024 MB have better execution times. It is observed that
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execution time is improved by 4% when a block size of
1024, and execution time for a data size of 500 GB. Thus,
the execution time on the spark framework is improved for
a larger dataset size. It is concluded that the performance
of the proposed model is scalable for a large dataset on the
Apache spark framework.

Fig. 13d shows the performance of the proposed model
for shuffle parameters setting. In an experimental setup,
initially, the default parameters such as buffer and
spark.reducer.maxSizelnFligh is set at 32 and 48MB respec-
tively. During the experiment, parameter buffer and maxSize-
InFlight are set at 128 and 192 respectively, and the execution
time for the proposed model proportionally increases. An
increase in the execution time is the more number of input
splits for distinct executors on the apache spark.

An extensive set of experiments are conduct to evaluate
the impact of [, d parameters on information loss incurred
after anonymization. This research work uses a real and
synthetic dataset. The CENSUS is the real dataset that
contains information about adults, U-dis is a uniformly
distributed synthetic dataset and S-dis is a skewed distributed
synthetic dataset. The parameter [/ indicate set of distinct
sensitive values in quasi-identifier group, the parameter d
indicate close frequency of sensitive values. For example,
two sensitive values S7, So are said to be d-close if | fi- fo
| < d. Since d has direct impact on anonymization. Thus,
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frequency distance is calculated as d = >, | fi- fi—1l/n,
where n indicate distinct sensitive values, f; and f;_; are
frequency of neighboring sensitive values. Fig. 14 shows
comparison results of information loss incurred by top-down
and bottom-up anonymization approaches on the CENSUS
dataset. It is observed that information loss incurred by
the bottom-up anonymization approach is much better than
the top-down anonymization approach. It is also observed
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that information loss is more for larger values of [. It is
because of two reasons: first, splitting of distinct sensitive
values is more for a larger value of /, which causes more
tuples to be eliminated to satisfy frequency of closeness
d; Second, a larger value of / yields more data distortion.
Moreover, anonymization through generalization leads to
more information loss.

Fig. 15 illustrate impact of [/ (i.e. set of distinct sensitive
attributes) on information loss on U-dis dataset. it is noticed
from the figure that more information loss by top-down
tuple suppression with increasing [ values. It happens for
two reasons: first, distant and more sensitive values are
partitioned. Consequently, more tuples are removed from
the dataset to comply d-closeness. Second, the procedure
is repeated on all partitions until no further distinct set of
sensitive values partition. If the partition size is less than
21, then no further split. Fig. 16 shows the impact of [ (i.e.
set of distinct sensitive attributes) on information loss on s-
dis dataset. The information loss on U-dis dataset is slightly
stable than s-dis dataset, since the u-dis dataset has set of
sensitive values with similar frequencies. Fig. 16 shows that
larger value of d=150 yields less information loss by tuple
generalization. It happens because they are not required to
remove more tuples to compliance d-closeness. Second, CFD
introduces less information loss.

Fig. 17 demonstrate the impact of d on the perfor-
mance of Top-Down suppression, Top-down generalization
anonymization. The performance of Top-down generalization
anonymization is relatively stable with increasing d value
since sensitive values with similar frequencies are grouped.

VII. CONCLUSIONS

The proposed methodology exploits the correlation between
attributes using Constraints-Relaxed functional dependencies
(CFDs) in the dataset to thwart information confidentiality
in big data applications. It finds a minimal set of sensitive
attributes to be obscure using heuristic MVFS from a set of
CFDs and then encrypts a minimal set of sensitive attributes
using a block cipher. This paper aims to find the minimal
set of sensitive attributes to be obscured while preserving
information confidentiality in big data applications. The
minimal set of attributes is encrypted to enhance sensitive
data confidentiality and use non-encrypted attribute values
for knowledge discovery and analytics purposes. The paper
examined different threats and analyzed the robustness of the
proposed methodology.

The experimental results show the number of attributes
to be obscured under different configuration settings in CFDs
for Heart-Disease, Income-Census dataset. The results of
the experiments show a correlation between attributes in
the dataset. The experimental results established a relation
between the number of attributes to be obscured and the level
of information confidentiality. From experimental results, it is
observed that the relaxation of constraints on CFDs directly
impacts the number of attributes to be obscured.
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