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Research on Road-Sign Detection Algorithms
Based on Depth Network

Huaixu Gao, Ying Tian

Abstract—Unmanned system research has attracted
increasing academic and corporate attention in recent years.
Traffic-sign and road detection systems play an important role
in unmanned systems. However, current algorithms perform
poorly in reading traffic signs from a long distance and cannot
satisfy the real-time requirements of accurate and rapid
detection. Therefore, YolovSs—Swin model is proposed in this
paper. First, the Swin Transformer module and convolution
module are fused, the ResUnit module in the Yolov5s backbone
network is improved, the Crswin module is proposed, and the
PAFPN in the network is modified to strengthen the ability of
the model to capture local feature information and improve
network detection accuracy. The Swin Transformer module
uses the moved-window attention function to segment the
image into different windows of a certain size but cannot
establish a connection between neighboring windows.
Consequently, we designed a method for hyperbolic window
attention. This approach updates the window partition
method such that the window block for attention calculation at
each pixel changes, which can improve the receptive field,
increase the information extraction ability of the target, and
solve the information loss caused by decreased resolution
during image training. Experimental results show that the
proposed improved YolovSs-Swin model exhibits significantly
better detection accuracy than existing models.

Index Terms— Road sign detection, Yolov5s, Transformer,
Swin-Transformer

[. INTRODUCTION

Road—sign detection is highly important in automatic
management systems for vehicle traffic. With the
development of artificial intelligence technology, road
identification can provide effective data support for driving
assistance systems and be used to study unmanned driving
technology in the field of road traffic. Therefore, in-depth
research on road identification and detection systems can not
only improve road safety but also play a decisive role in the
development  of unmanned  driving  technology.
Object-detection technology is an important technical
component for traffic-sign recognition systems [1-3].
Traditional object-detection methods are mainly based on
image matching of color and shape features. Commonly used
methods are the RGB (Red-Green-Blue) and HIS
(Hue-Saturation-Intensity) color spaces [4], the Hough
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transform [5], and HSV (Hue-Saturation-Value) space and
edge information [6]. A support vector machine (SVM) can
classify the characteristics of a detected image. By dividing
specific colors to create significance mapping, candidate
areas can be detected quickly and efficiently. However, this
approach is highly susceptible to illumination and cannot
meet detection requirements under severe weather
conditions.

Shape-based detection methods use the particularity of the
shape of traffic signs to detect their edges; however, when the
traffic-sign image is blurred or blocked, the accuracy of the
algorithm decreases. Therefore, the detection results are
easily affected by the environment, and when a traffic sign is
damaged, blocked, or faded, the detection results become
uncertain, resulting in missed detection [7-8]. Traditional
algorithms have weak generalization abilities and a poor
ability to deal with large amounts of data; therefore, they
cannot meet the requirements of complex traffic scenarios.

With the rise of artificial intelligence technology, deep
learning-based object-detection methods have been proposed.
Among the first methods developed were object-detection
algorithms based on candidate regions: Fast R-CNN and
Faster R-CNN [9]. These algorithms mainly train the regional
proposal network (RPN) and the target area detection
network to achieve detection. Although the effect of
detection and positioning is good, the real-time performance
cannot meet practical application requirements.

Object-detection algorithms based on regression have also
been proposed, including Retinanet [10], SSD [11-13], and
the Yolo series [14-17]. These networks directly regress and
classify input images, which greatly reduces the repeated
operations in the detection process; therefore, the detection
speed is significantly improved. However, most networks
still cannot meet actual demand because of their complex
structure and heavy model weight. Of these, the algorithms in
the Yolo series have low hardware requirements, are fast, and
are more widely used on small equipment platforms.
Moreover, they outperform other regression-based detection
algorithms with high accuracy and strong real-time
performance. Therefore, YolovSs, which has a small model
size and low computing resource requirements, was selected
as the improved basic model for this study.

To address the difficulties and demands for accurate road
traffic-sign detection, this paper proposes a Yolov5s-Swin
traffic-sign object-detection model based on the improved
Yolov5s algorithm. The idea of the Swin Transformer is
improved into a backbone network and feature-fusion
network. This model creates a road traffic-sign
object-detection network model that can give consideration
to both application ability and accuracy. Moreover, the
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original algorithm has greatly mitigated the problem of
incomplete feature extraction for low-level targets.

II. RELATED WORK

Researchers have addressed unmanned driving systems
and made great progress. Road-sign detection is an
indispensable aspect of unmanned driving. To accurately
detect dynamic objects such as people and cars, deep learning
algorithms are preferred. The Autoware platform
incorporates a variety of convolutional neural network (CNN)
models, including Faster R-CNN and Yolov3.

Many researchers have also integrated these models into
their devices. These algorithms perform differently in
different scenarios.

Redmon has developed a new framework called Yolo. It
achieved 57.9% mAP on VOC 2012, which is higher than
that of R-CNN (53.3%), and it processed images at 45 frames
per second (fps). Yolo stands for the “one-phase approach”,
which abandons networks that generate zone suggestions.
The end-to-end algorithm achieves feature extraction and
classification only through a CNN. Yolo is both fast and
accurate. There are many versions in the Yolo series. Apart
from Yolo, Yo0lo9000, Yolov3, Yolov4, and Yolov5 have all
made some optimizations based on Yolo.

Among these Yolo versions, the classic Yolov3 algorithm
uses Darknet-53 as the basic feature extraction network and a
large number of residual structures to enhance model training.
In addition, a feature pyramid is introduced into the neck of
the network model to facilitate the interoperation of the
features at the bottom and top layers, improving the
recognition accuracy of the network by combining them [18].

In the Yolov3 model, developers abandoned the pooling
layer and retained the convolution layer. By adjusting the
convolution step size, the size of the output feature graph was
controlled, and the shallow feature was integrated with the
deep feature such that the shallow feature also had rich
semantic information. In the training process, the Yolov3
model predicts three feature images of different scales for
each input image [19-21].

The improved Yolov5 joined the adaptive model Yolov3
anchor box computing, which permits adaptive image
zooming and is both faster and more accurate than Yolov3.

~ Backbone

o 5

Because road-sign images are captured in a wide field of
view, objects in the distance are too small to be detected.

For this reason, YolovS5 is more appropriate than the other
versions for self-driving vehicle applications. The Yolov5
network architecture is a one-stage object-detection network
proposed by Ultralytics LLC. Based on the Yolov4 network,
Yolov5 integrates many excellent improvements. The
network deployment is more flexible, and has higher
detection accuracy and speed, and is better suited for
real-time object-detection applications.

The network structure of Yolov5s is divided into three
parts: the Backbone (backbone network), the Neck
(multi-scale feature fusion network), and the Head
(predictive classifier). Yolov5 controls the size of the model
by introducing depth and width factors. The method includes
four models, from small to large: v5s, vSm, v51, and v5x.
However, because it is intended for unmanned systems such
as car navigation, to meet the practical application conditions,
Yolov5, which has the smallest model size and computing
resource requirements, was selected as the basic improved
model, as shown in Fig. 1.

The CBL module consists of the Conv+BN+SiLu
activation function, as shown in Fig. 1, Module 1. The
Resunit module refers to the structure of Residual Networks.
CBL is a sub-module of the residual module, as shown in
Module 2 in Fig. 1. The CSP1_X module is composed of the
CBL module and the ResUnit module and is similar to the
structure of CSPNet, as shown in Module 3 in Fig. 1. The
CSP2_1 module is mainly based on the structure of CSPNet,
which is composed of convolution layers and some CBL
modules, as shown in Module 4 in Fig. 1. The Focus module
is shown as Module 5 in Fig. 1. First, the Focus structure
concatenates multiple slices of results and then sends them to
the CBL module. The SPP module adopts 5x5, 9x9, and
13x13 maximum pooling modes to fuse multi-scale features,
as shown in Module 6 in Fig. 1.

III. IMPROVED MODEL

In computer vision technology, convolutional structures
still dominate. However, inspired by the success of natural
language processing (NLP), a number of studies have
attempted to combine CNN-like structures with attention
mechanisms, and some have even replaced convolution.
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Fig. 1. Yolov5s mode
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A. Transformer

The Transformer is a machine translation method proposed
by Vaswani et al. in 2017 [22]. On the basis of self-attention
architecture, the Transformer has become the preferred
model in NLP. The main approach is to pretrain on large
textual corpora, followed by fine-tuning on smaller
mission-specific datasets. As models and datasets evolve,
there is a lot of room for performance improvement.
Although this direct substitution of convolution is
theoretically possible, it has not been effectively extended to
modern hardware accelerators because of the use of
specialized attention modes. Therefore, the classic
ResNet-like architecture is still best for large-scale image
recognition. ResNet has been combined with the Transformer
to apply the standard Transformer directly to images. For this
purpose, images are segmented into patches, and a linear
embedded sequence of these image blocks is provided to the
Transformer as input. Image blocks are treated as words in
NLP, and the image classification model is trained in a
supervised way.

CNNs have significant advantages in extracting low-level
features and visual structures, but they have limitations in
modeling large-scale dependencies of low-level features.
Unlike CNNs, the Transformer is capable of focusing on
global information modeling. The previous standard
Transformer architecture and its adaptation of image
classification performed global self-attention, calculating the
relationship between all tokens. Global computation leads to
quadratic complexity in terms of the number of tokens,
making it unsuitable for many visual problems that require a
large set of tokens to make dense predictions or represent
high-resolution images; global self-attention computation is
generally unaffordable for large hardware.

Vision Transformer (ViT) [23] is a model proposed by
Google in 2020 to directly apply the Transformer in image
classification, and many subsequent works have proposed
improvements based on ViT. The idea behind ViT is simple:
An image is directly divided into patches of fixed size, and
patch embedding is then obtained by linear transformation,
which is similar to NLP words and word embedding. As the
input of the Transformer is a sequence of token embeddings,
the patch embeddings of the image can be sent to the
Transformer for feature extraction and classification.

1) Self-attention in non-overlapped windows

Compared with the global computation of ViT, local in-
window computation of self-attention is proposed for
efficient modeling. These windows split the image evenly in
a non-overlapping manner. Assuming that each window
contains MxM patches, the computational complexity of the
global MSA module (1) and W-MSA (2) for windows based
on HxW patch images is as follows:

Q(MSA) = 4hwC? +2(hw)*>C (1)

Q(W -~ MSA) = 4hwC? + 2M*hwC )

Window self-attention is extensible. Although the
computational complexity is effectively reduced when only
self-attention is performed within the window, there is no
information exchange between different windows, thus
limiting its modeling ability.

2) Shifted Window-based Self-Attention

The new Swin Transformer [24] model is an improved
model based on Microsoft’s recently proposed Transformer.
It not only has the ability of the Transformer to focus on
global information modeling but also realizes cross-window
connections by moving windows; therefore, the model can
focus on relevant information from other adjacent windows.
Cross-window feature interaction expands the receptive field
to a certain extent, thus achieving higher efficiency.

Regular window partitioning Window partitioning is shifted

[ ]

Alocal window to
perform self-attention

A patch

Layer Layer+1

Fig. 2. Swin Transformer diagram of network module

The Swin Transformer model adopts local windows (the
red box as shown in Fig. 2), which is the same as the
convolution kernel idea of CNN, focusing on local areas. The
difference is that the CNN’s sliding windows overlap,
whereas the Swin Transformer’s windows do not overlap,
moving the feature graph horizontally and vertically, thereby
obtaining window multi-head self-attention (W-MSA) and
shifted window multi-head self-attention (SW-MSA) in an
alternating fashion. In the design proposed in this paper, after
the Moseck enhancement of the input image, the feature data
are sent to the Swin Transformer module, making full use of
the high-resolution spatial information of CNN features and
the global semantic information of Swin Transformer coding.
The network structure of the Swin Transformer network
module is shown in Fig. 2.

The window attention method proposed previously divides
the image into different windows according to a certain size.
The Transformer’s attention is calculated only within the
window at each iteration. Thus, assuming window attention
alone does not send the receptive field of each pixel moving,
we designed a method for hyperbolic window attention that
updates the method of dividing windows. The window block
that calculates the attention for each pixel changes. Thus, it
enhances the receptive field. The first module uses
conventional window division to divide an 8x8 feature graph
into 2x2 according to the window size M = 4. The next
module then shifts the window settings across M/2 pixels
horizontally and vertically, producing 3x3 non-convergent
windows. The moving window partition connects
neighboring non-convergent windows in the upper layer,
increasing the receptive field.

The Swin Transformer block is shown in Fig. 3. The Swin
Transformer module can be viewed as two consecutive
Transformers connected in series; the difference is that the
first Transformer uses W-MSA for self-attention. The second
Transformer uses SW-MSA and wires MLP. The
LayerNorm (LN) layer is applied before each MSA module
and before each MLP, and residual connections are applied
after each module. For the hyperbolic structure, Swin
Transformer blocks are calculated as follows:
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2" = W-MSA(LN(z""))+2z"" 3)

z" = MLP(LN(z"))+z" (4)

W-MSA and SW-MSA represent bullish self-attention
using neat divisions and wires, respectively; 2" (3) and z"
(4) respectively, represent the output characteristics after
W-MSA and MLP.
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2" (5) and z""' (6), respectively, represent the output
characteristics of SW-MSA and MLP for block L+1. This
paper proposes the Crswin module, as shown in Fig. 5, which
improves the backbone network and feature fusion part of
Yolov5s. CSP1_1 in Yolov5s was replaced by ResUnit, as
shown in Fig. 4, with a Swin Transformer, and the second
CBL in CSP2 X was replaced with a Swin Transformer;
experimental comparisons were made with previous models.
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Fig. 4. CSP1-1 module in the original model Yolov5s
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Fig. 5. Crswin module

The number of Swin Transformers used in the proposed
approach gradually decreases with the deepening of the
network, and the perception range of each patch expands.
This design facilitates the hierarchical construction of the
Swin Transformer and adapts to the multi-scale nature of

visual tasks. The receptive field is enlarged, and the global
features are connected with each other.

IV. EXPERIMENT AND ANALYSIS

A. Introduction to dataset

The Chinese traffic-sign dataset TT100K [25] was used in
this study. TT100K has a large base and rich semantic
information. It can be obtained by using high-definition
cameras to acquire real street views and can restore the first
driving angle, a single motor vehicle lane, or a complex urban
background. However, the number of datasets is not evenly
distributed. According to the statistics of instances in the
TT100K dataset based on categories, it is found that among
151 categories, only 45 categories have more than 50
instances, and nearly half of them are single-digit instances,
which results in seriously unbalanced data distribution and is
not conducive to network training.

The TT100K dataset was screened, and only 45 categories
with more than 50 instances were reserved as datasets. Some
examples of the dataset are shown in Fig. 6. A total of 9,170
images were randomly divided into training and test sets in an
8:2 ratio.

Fig. 6. TT100K dataset example

B. Evaluation index

Evaluation of a model is conducive to further optimization
of the model and guarantees the quality of the model. The
model was evaluated in terms of mAP value and recall rate.
The model evaluation index used in this study was consistent
with the method provided by Zhu, the publisher of the
TT100K dataset. In the experiment, the IOU threshold of the
prediction frame and the real frame of the target was set to 0.5,
and when the IOU value was greater than 0.5, the position of
the target was correctly predicted. Then, the precision and
recall of the prediction results were calculated to measure the
target classification ability and object-detection ability of the
model. In addition, through the confidence threshold, the
precision and recall curve (P-R curve) of the model was
drawn, which intuitively shows the detection effect of the
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model. When calculating the precision and recall indices of
the model, first the detection results were divided into the
following four categories according to the true labels: true
examples, true counterexamples, false positive examples, and
false counterexamples.
recision= P 7
P TP +FP Q
Precision (7), also known as precision rate, can be obtained
by calculating the proportion of correctly predicted samples
and all predicted samples in the detection results, i.c., the
proportion of correctly detected samples in the total detected
samples, which can reflect the classification ability of the
model for targets.
TP
recall = ———— (8)
TP+FN
Recall (8), also known as recall rate, is obtained by
calculating the ratio of the predicted correct samples to all
real samples in the detection results, i.c., the ratio of the
correctly detected samples to the real samples, which can
reflect the model’s detection ability to the target. The two
indexes, precision and recall, influence each other. When the
set IOU threshold and object confidence threshold are higher,
the calculated precision value is higher, and the recall value is
lower. Therefore, to comprehensively compare network
performance, the P-R curves of the models before and after
modification were compared.
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Fig. 8. Yolov5s-Swin P-R plot

The P-R curve takes precision as the abscissa and recall as
the ordinate, as shown in Figs. 7 and 8. A larger area enclosed
under the curve indicates better performance of the model. It
can be seen that the P-R curve of Yolov5s-Swin has a larger
area and better model effect. The blue line is the average of
all classes, mAP%0.5. According to Table I, this represents
an increase of 4.6 percentage points for the pl1 class. The
p26 class also grew by five percent. Similarly, classes ip and
i160 grew by 1.0 and 1.5 percent, respectively.

TABLE 1
COMPARISON OF P-R CURVES
Class Yolov5s Yolov5s-swin

pll

No honking R 0.879

P 0.856 0.866

Pedestrian crossing ’ ’

160

The speed limit of 60 0.950 0.965
p26

Ban trucks 0.824 0.874
w59

Look out for inbound traffic on 0.753 0.842

the right

When 10U is set to 0.5, the AP of all pictures in each
category is calculated, and all categories are then averaged to
calculate mAP. The graph of mAP (9) is shown in Fig. 9.

N
mAP = - >AP ©9)
i=1

In addition, the parameter size of the model before and
after modification was compared, and it increased by only
0.16 MB. Among the different layers of the model, the
convolutional layer and the fully connected layer handle most
of the network’s computational load and are the direct factors
affecting the size of the network model. Reducing the
computational load of the model and improving the detection
speed and efficiency are important factors that cannot be
ignored in the object-detection task. In terms of detection
speed and efficiency, the modified model still outperforms
the traditional Yolov3 and Faster R-CNN models.
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yolovSs-swin

0.85 T l

0.80
S 0.7
s 0.75 -
®
%}
T 0m -

0.65 | yolov5s-swin

yolov5s
0.60
50 100 150 200

Epochs

Fig. 9. mAP contrast in YolovSs and Yolov5-Swin

C. Experimental configuration

Because of the large amount of data in the TT100K dataset,
the improved Yolov5s-Swin model was trained on a graphics
processing unit (GPU). See Table II for the detailed
experimental configuration.
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TABLE 11
EXPERIMENTAL CONFIGURATION
Environment Configuration
Operation platform Centos7
GPU v100
CUDA v10. 1
Opencv 4.5
Number of threads 16
Batch size 20
Initial learning rate 0.001
Momentum 0.937
D. Experimental results and analysis
Fig. 10 shows the effects of the Yolov5s and

Yolov5s-Swin models, respectively. Compared to the above
figures. The p11 and pl5 classes represent “No honking” and
“the speed limit is 5 kilometers an hour”, respectively. They
were increased by 0.7% in the YolovSs-swin model and 1.7%
in Yolov5s-swin. The po class represents the cars are
forbidden to turn right, which increased 1.7% by YolovSs.
The p26 class represents A ban on truck traffic, which
increased 0.6% by YolovSs.

o)

Fig. 10. The comparison image of Yolov5s and Yolov5-swin

In YolovS5s, the backbone network and PAFPN have been
modified to explore whether the Swin Transformer module
has different effects on each location of the network.

In Table III, backbone is mainly responsible for feature
extraction, while PAFPN is responsible for feature fusion.

Epochs are defined as the number of iterations, and the batch
size is defined as the number of samples used to train the
network.

TABLE III
BLATION STUDY
Backbone PAFPN Epochs Bach size mAP
200 20 80.2%
v 200 20 80.9%
200 20 81.4%
v v 200 20 82.6%

To verify the influence of the improved method proposed
in this paper, we compared the traffic-sign recognition
performances of both the traditional Faster R-CNN model
and the classic Retinanet model. A vast improvement has
been observed in the accuracy of road signs under various
light visibility conditions following the model’s modification.
Furthermore, the improved position of the Swin Transformer
module was compared (see Table III). The comparison
indicates that modifying the Crswin module in both
backbone and PAFPN improved the model’s accuracy and
recall rate.

TABLE IV

COMPARISON OF STATE- OF- THE- ART MODELS

Model Input size mAP Recall
Faster R-CNN 1000*#600 78.8% 76.8%
Yolov3 640%640 70.9% 66.3%
Retinanet 1000*600 79.3% 75.2%
Yolov5s 640%640 80.2% 75.5%
Yolov5s-swin 640640 82.6% 79.3%

Table IV shows the performance comparison of different
models for traffic-sign recognition. The detection accuracy
(mAP) of the improved Yolov5s-Swin network proposed in
this paper was 3.8%, 11.7%, and 2.4% higher than that of the
Faster R-CNN, Yolov3, and Yolov5s networks, respectively.
However, the reasoning speed of the improved network
decreased compared with YolovSs. The original model can
reach 162 fps, whereas the improved network was stable at
118 fps on average. Its computation and reasoning speed are
still better than those of Faster R-CNN and Yolov3.

V. CONCLUSION

In this study, the Crswin module based on Transformer
principle is improved in the basic network model Yolov5s.
Aiming at the problems of complex road scenes, numerous
and dense small targets, and insufficient integration of
network features of the original network, it has achieved
success in extracting global features and increasing receptive
field. Experiments show that this model can extract features
more fully and fuse features more effectively, which
improves the detection performance. The improved
Yolov5s-swin algorithm has excellent detection accuracy and
a real-time detection effect and can be effectively applied to
the detection of road traffic signs.
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