
 

  

Abstract—Obstacle detection is one of the key steps of 

intelligent driving. The traditional stereo vision obstacle 

detection method has the advantages of low cost and direct 

ranging, but it still has the disadvantages of slow detection 

speed, small detection range and low detection accuracy. In 

order to overcome these problems, an obstacle detection and 

segmentation method based on VIDAR and binocular vision is 

proposed in this paper. First, the MSER algorithm extracts the 

obstacle feature area in the image, and regards the centroid of 

the feature area as the corresponding feature point. VIDAR 

judges whether the feature point has a height, and removes the 

pseudo-obstacle feature points and retains the real obstacle 

feature points. Then, for the obstacle feature points in the 

binocular field of vision, three-dimensional coordinate point 

K-means clustering and binocular vision technology are used to 

segment the feature points. For the obstacle feature points in the 

monocular field of vision, two-dimensional morphological 

closed operation and monocular vision technology are used to 

segment the feature points. Based on the characteristics that the 

height of the same feature point on the same obstacle remains 

unchanged at the different time, FFT template matching, 
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DBSCAN clustering, threshold judgment and other methods 

are used to locate, match, track, calculate the height and verify 

the threshold results of the template points, so as to realize the 

real-time detection and accurate segmentation of obstacles. 

Finally, the sparse optical flow method is used to track the 

segmentation results, and the detected obstacles are 

continuously segmented and optimized to achieve accurate 

detection of obstacles. The experimental results show that the 

proposed method can effectively improve the detection distance, 

detection accuracy and segmentation accuracy of obstacles, 

provide a new idea for the accurate detection of multiple 

overlapping obstacles, and further improve the intelligence, 

safety and reliability of driverless vehicles. 

Index Terms—Binocular Vision, Morphological Closed 

Operation, K-means Clustering, FFT Template Matching, 

DBSCAN Clustering 

 

I. INTRODUCTION 

Ompared with monocular vision, binocular vision is 

affected by more external factors when obtaining 

distance information on a spatial three-dimensional (3D) 

scene [1]-[7]. Previous studies have shown that a wide 

baseline can provide higher accuracy than a narrow baseline 

[8]-[13]. Namely, when measuring the same obstacle, the 

error of binocular ranging based on a wide baseline is smaller 

than that based on a narrow baseline [14]-[17]. Olmos R. et al. 

[18] introduced a convolutional neural network model into 

the field of binocular detection, calculated a parallax map by 

constructing a low-cost symmetric dual-camera system, and 

used this information to improve the candidate regions of 

input frames, thus improving the accuracy of binocular 

detection. Baek E. T. and Ho Y. S. [19] proposed a detection 

method for stereo matching and hole filling occlusion based 

on dynamic programming, which can improve the accuracy 

of depth estimation compared with the traditional binocular 

depth map generation method. Sayyedbarzani S. A. and 

Emam S. M. [20] reduced the influence of uncertainties on 

the 3D reconstruction by establishing a mathematical 

relationship model between the convergence angles of two 

cameras. Priya L. et al. [21] used cameras to capture multiple 

views of objects to overcome the self-occlusion problem of 

objects and employed binocular parallax, depth estimation, 

and area extraction to address occlusion between objects. 

They also used improved geometric mapping techniques to 

realize the 3D reconstruction of a target, achieving the 

detection of specific targets with an occlusion degree not 

exceeding 80%. Although wide-baseline settings based on 

stereo vision can provide larger and more reliable 

measurement results of different images and ensure more 

An Improved Obstacle Detection and 

Segmentation Method Based on VIDAR and 

Binocular Vision 

Liming Wang, Yi Xu, Ruoyu Zhu, Shaohong Ding, Jinxin Yu, Teng Sun, Guoxin Jiang,  

Shanshang Gao, Xiaotong Gong, Yuqiong Wang, Dong Guo, Pengwei Wang, Bingzheng Liu 

C 

Engineering Letters, 31:1, EL_31_1_17

Volume 31, Issue 1: March 2023

 
______________________________________________________________________________________ 

mailto:2889717886@qq.com
mailto:2889717886@qq.com


 

accurate reconstruction, there is an inherent problem of wide 

baselines, the occlusion problem, which cannot be effectively 

solved [22]-[27]. In addition, although the obstacle detection 

methods based on stereo vision have the advantages of low 

cost and direct ranging, they still require extracting and 

matching a large number of pixels or feature points to 

generate a depth map for judging obstacles, resulting in a 

slow speed [28]-[32]. These methods also have a small 

detection range and a low parallax calculation accuracy under 

a small baseline. To solve these problems, this paper 

proposes an obstacle detection and segmentation method 

based on VIDAR and binocular vision. The proposed method 

mainly consists of two steps, namely, feature region 

generation and feature region verification, optimization, and 

tracking. Compared with the traditional obstacle detection 

methods, this method has obvious advantages in the detection 

range, detection accuracy and segmentation accuracy of 

obstacles, which can provide a basis for the precise control of 

driverless vehicles in the later stage and improve the safety of 

vehicle driving [33]-[37]. 

In this paper, the MSER algorithm is used to perform 

binocular matching on the feature points detected by VIDAR. 

According to whether the matching is successful or not, the 

feature points are divided into matching points and 

mismatching points, and the corresponding areas are 

recorded as matching and mismatching regions, respectively. 

Comparing the corresponding fields of vision of the single 

and binocular cameras, it can be seen that the matching 

region belongs to the common detection area of the two 

cameras; in the binocular camera, the mismatching region is 

the remaining detection area other than this area, as shown in 

Fig. 1, where the orange area denotes the matched region, and 

the blue area is the mismatching region. 

II. OBSTACLE DETECTION AND SEGMENTATION ALGORITHM 

To detect and segment obstacles more quickly and 

accurately, this paper proposes an obstacle detection and 

segmentation method based on VIDAR and binocular vision, 

whose block diagram is presented in Fig. 2. 

The overall steps of the proposed method are as follows. 

(1) At time 1T , a vehicular binocular camera acquires an 

image of the front field of vision and performs binarization 

processing. The MSER algorithm is used to obtain MSER 

regions (denoted as MSERs), and the centroid of each 

MSERs is taken as the corresponding feature point to 

establish a one-to-one correspondence between the MSERs 

and the feature points. An obstacle detection method based 

on VIDAR is used to determine the height of all feature 

points in the extracted image. If feature points belong to the 

point on an obstacle, they are denoted as 

( )1 n2{ } , ,  ,= C C C C C ; otherwise, they are denoted as 

( )1 n2* *  *, }*,  , *{= C C C C C .  

(2) At time 1T , binocular matching feature point C , 

according to the matching results, the camera’s field of view 

is divided into matching and mismatching regions. If the 

feature point C  can be successfully matched, it belongs to 

the matching point and is denoted as 

1 2 n( { , ,..., })=Ca Ca Ca Ca Ca  (the area composed of 

matching points represents a matching region); otherwise, it 

belongs to the mismatching point and is denoted as 

1 2 n( { , ,..., })=Cb Cb Cb Cb Cb  (the area composed of 

mismatching points represents a mismatching region). 

(3) Binocular ranging and K-means clustering are used to 

segment obstacles in the matching region. Assume the pixel 

coordinates of Ca  are expressed as 

( , )( 1,2,..., n)= =i iBa X Y i , the distance between different 

matching points and the binocular camera is 

1 2 n( { , ,..., })=Da Da Da Da Da  and let 

1 2 n( , ,..., })= =Z Da Z Z Z Z ; then, a three-dimensional 

coordinate point of the matching point is denoted by 

( , , )( 1,2,..., n)= =i i iA X Y Z i . Assume that the optical center 

of a camera is the coordinate origin (0,0) ; the line between 

the two cameras denotes the X-axis, the Y-axis is 

perpendicular to the X-axis, and the Z-axis is perpendicular 

to the XOY plane in the direction toward the obstacle. The 

K-means clustering is applied to different matching points, 

and each matching point is segmented into obstacles of 

different depths according to the segmentation results. 

(4) Monocular ranging and morphological operation are 

used to segment obstacles in the mismatching region. Let the 

pixel coordinates of mismatching point Cb  be 

( , )( 1,2,..., n)= =i iBb X Y i  and perform the closed 

morphological operation on the pixel point coordinate  Bb . 

Assume that the lowest point of the obstacle area after 

two-dimensional morphological processing is the contact 

point between the obstacle and the road surface, denoted as 

1 2 n( { , ,..., })=P P P P P . Using monocular vision measures, 

distances from different obstacle areas to the camera are 

obtained and denoted by 1 2 n( { , ,..., })=Db Db Db Db Db . The 

feature point Cb  is divided into obstacles in different planes 

according to different distances from Db . 

(5) The accuracy of obstacle segmentation is verified by 

analyzing the height of the same feature point on an obstacle. 

For the matching region, the horizontal distances from the 

camera to the landmark feature point at times 1T  and 

1 2d d d l= +  +   are measured by binocular ranging and 

r

k

b

k

 Fig. 1.  Illustration of matched and mismatching regions. 
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recorded as 
1iS  and 

2 ( 1,2,..., n)=iS i , respectively. For the 

mismatching region, the lowest point of an obstacle where 

the feature point is located in step (4) is taken as a contact 

point P  with the road surface, and the distance from the 

obstacle to the monocular camera after the measurement is 

Db ; 
1iS  and 

2iS  are distances from the corresponding 

feature point to the monocular camera. The installation height 

of the camera is h ; the camera moves at a distance of d  at 

t  time; the actual height of the matching point Ca  is 

denoted as ( 1,2,..., n)=vih i ; the detection distance is 

obtained using the pinhole imaging principle (i.e., the 

horizontal distance between the line between the camera 

projection center and the feature point and the road 

intersection) are denoted as 
1d  and 

2d . It is assumed that 

values of the height of the same feature point on an obstacle 

from the ground at times 1T  and ( 1T t+  ) are 
1vh  and 

2vh ; 

if 
1 2=v vh h , the feature point belongs to the obstacle, and 

obstacle segmentation results obtained in steps (3) and (4) are 

correct; otherwise, the obstacle segmentation results (3) and 

(4) are wrong. 

(6) According to the obstacle segmentation result (5), the 

height 
1( 1,2,..., n)=vh i  of different feature points at 

different times is obtained by (9). The matching point at time 

1T  is used as a template point, and the fast Fourier transform 

(FFT) template matching method is used to locate and track 

the template point at different times. The height threshold   

is conditionally defined; the DBSCAN clustering is 

performed to obtain the effective threshold range; the height 

calculation and threshold result verification of the template 

point are conducted by the threshold judgment method. 

(7) For the feature points with segmentation errors, if they 

belong to the matching region, they are directly taken as 

target points to be tracked; if they belong to a mismatching 

region, the method of dividing obstacles is used in (4) to 

perform re-segmentation. For a single or a few discrete 

feature points that cannot be segmented, the segmentation is 

no longer performed, and they are directly taken as target 

points to be tracked. 

(8) Select feature points in re-segmented obstacles and 

discrete feature points that cannot be segmented. A sparse 

optical flow algorithm is adopted to take an image at time 1T  

as a reference image, and a set of pixel points of the 

corresponding feature points on the image plane is denoted as 

1 2 n( { , ,..., })=M M M M M . The image at time ( 1T t+  ) is 

taken as the current image, and a set of pixel points on the 

image plane corresponding to the feature points is denoted as 

1 2 n( { , ,..., })=N N N N N ; the set of pixels on the two frames 

of images at the previous and next moments are matched to 

track the obstacles. 

 

A. Feature region generation 

The feature region is not only the result of obstacle 

segmentation in the early stage but also the object of 

segmentation verification in the later stage. Accurate and fast 

segmentation of obstacles is the main goal of this stage. The 

specific steps of the feature region generation are presented in 

Fig. 3 and explained in the following. 

 

VIDAR-based feature point detection 

During feature region generation, binocular cameras are 

treated as two separate cameras. The obstacle detection 

algorithm based on VIDAR is used to make a high degree of 

discrimination on all feature points extracted by the MSER 

algorithm. Retain feature points that belong to obstacles; 

Eliminate feature points that are pseudo-obstacles. The 

VIDAR is an obstacle detection method based on a visual 

inertial measurement unit (IMU). It has a good detection 

effect on static and dynamic obstacles, achieving fast 

detection speed and high detection accuracy at a low cost. 

The detection principle of VIDAR is as follows. 

 

Fig. 2.  Schematic diagram of the detection and segmentation process of the proposed method. 
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Fig. 3.  The flowchart for the feature region generation process. 
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Fig. 4.  Static obstacle detection based on VIDAR. 

 

When VIDAR is used to detect feature points of static 

obstacles, as shown in Fig. 4, it is assumed that the top of an 

obstacle is the detected feature point; the imaging point of the 

feature point in the camera at 1T  is A, the corresponding point 

on the road plane is 'A , and the horizontal distance from 'A  

to the camera is d1. At time ( 1T t+  ), the moving distance of 

the camera is d . The axis on the image plane changes from 

y1 to y2, the imaging point of the feature point in the camera 

changes to B; the imaging point on the corresponding road 

plane is 'B ; the horizontal distance from the camera to 'B  is 

d2. Then, the relationship between distances is expressed as 

follows: 

 

1 2d d d l= +  +                                (1) 

 

Comparison of the magnitudes of l  ( 1 2l d d d = −  − ) 

and K (K is threshold, 0K  ) shows that when l k  , the 

feature points are points on the road surface, and the 

corresponding MSER region does not belong to obstacles; 

therefore, the corresponding feature points are removed. 

When l k  , the feature point is not a point on the road 

surface, and the corresponding MSER region belongs to the 

obstacle, so this point is retained. The detection of dynamic 

obstacles by VIDAR is similar to static obstacle detection, 

which has been described in detail in [38]. 

In a binocular detection method, a different baseline width 

results in different values of detection range and detection 

accuracy. Under the premise of ensuring an effective 

binocular field, a wide-baseline system has higher detection 

accuracy than a narrow-baseline system. This study employs 

a dual-VIDAR wide-baseline obstacle detection method a 

dual-VIDAR wide-baseline obstacle detection method under 

the condition of guaranteeing binocular precision. Compared 

to the traditional wide baseline obstacle detection methods 

based on binocular stereo vision, this method can provide a 

wider testing range and higher accuracy. The comparison 

between the dual-VIDAR detection range and the traditional 

binocular detection range is shown in Fig. 5. 

Assume two camera optical axis in space gathering point D, 

the depth distance detected by the camera is r, and the 

horizontal distance between the projection center of the 

camera and the depth r detected on the camera side is e1 and 

e2; the field of views of the cameras are 1  and 2 ; the 

vertical distance between the camera baseline and the 

intersection D of the optical axes of the two cameras is 

denoted by K; the detection area of dual VIDAR is SV, the 

detection area of the binocular camera is SS; the horizontal 

distance b1 from the intersection point D of the optical axes of 

the two cameras to the projection center of the camera on the 

left is regarded as the vertical distance K from the camera 

baseline b to point D remains constant, and it can be 

calculated by: 
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Equation can be obtained after arrangement as follows: 
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After the arrangement, we have: 
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               (5) 

 

When V SS S , the detection range of dual-VIDAR is 

smaller than that of binocular vision, and the baseline width is 

4 tan
2

b r


 . Assume the camera detection depth is 

 10,150r  , camera field angle is  30,114    and let 

4 tan
2

g r


= , then min 10.72g = , indicating that  V SS S  is 

valid only when the baseline width is 10.72b m. Since the 

vehicle width is less than 10.72 m under normal conditions, 

the baseline distance of the vehicle wide baseline binocular 

vision cannot meet 10.72b  m. This indicates that the 

proposed dual-VIDAR obstacle detection method can 

provide a larger detection range than the traditional binocular 

vision obstacle detection method. 

 

Obstacle feature point segmentation 

When the points with a height determined by VIDAR are 

in the matching region, binocular ranging divides the 

extracted matching points into different planes according to 

their vertical distance from the binocular camera. Then, the 

corresponding MSERs are obtained according to the position 

of matching points. Finally, the K-means clustering method is 

used to segment the extracted MSERs into obstacles 

belonging to different depths. The K-means clustering 

segmentation algorithm based on binocular distance 

measurement is adopted for feature points of the matching 

region, which avoids the need to measure multiple dense 

points to form a region like conventional binocular ranging, 

and improves the accuracy and speed of segmentation [39]- 

[42]. 

When the points with a height determined by VIDAR are 

in the mismatching region, the morphological closing 

algorithm is used, and the feature points are divided into 

obstacles in different areas by the expansion and erosion 

algorithms. Then, the lowest point of the segmented obstacle 

is regarded as a contact point P of the obstacle and the road 

surface, and the distance Db between the obstacle and the 

camera is obtained based on the monocular measurement of 

distance. Finally, the obstacles are divided into different 

planes according to the different Db values. 

 

b

r

k

e1 e2
b1

D

 
(a) 
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Fig. 5.  Detection range: (a) dual-VIDAR; (b) traditional binocular vision. 
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Fig. 6.  Flowchart of the feature region verification, optimization, and tracking. 

 

B. Feature region verification and target tracking 

To ensure the accuracy of the obstacle segmentation and 

target tracking, a new obstacle feature point height 

verification method based on monocular vision and pinhole 

imaging is proposed. The height verification of the same 

obstacle and feature point after segmentation is performed 

based on the principle of single visual distance and pinhole 

imaging. Namely, it is determined whether the height 

difference of the same feature point of the same obstacle at 

the front and the back two moments meets the threshold 

requirements. Also, the accuracy of the obstacle 

segmentation in the early stage is verified. The flowchart of 

the feature region verification, optimization, and target 

tracking is presented in Fig. 6. 

 

Height verification of feature points of the same obstacle 

Image information collection is a process of converting 3D 

objects into 2D planes, which can be simplified into a pinhole 

camera model, as shown in Fig. 7. Assume that the effective 

focal length of a camera is f, the mounting height of the 

camera is h, and the pitching angle of the camera is  ; the 

origin of the plane coordinate system (x0, y0), which is an 

intersection of the image plane and the camera optical axis, 

has been commonly set to (0, 0). The intersection point of the 

obstacle in front and the road plane is P, and the coordinates 

of point P in the image plane coordinate system are (x, y). The 

horizontal distance d between point P and the camera is 

obtained by the monocular measurement of distance, and it is 

calculated by (6). 

 

( )( )0tan arctan /

h
d

y y f
=

 + −  
               (6) 

 

The lowest point of the segmented obstacle is regarded as 

point P that intersects with the ground, and the horizontal 

distances S1 and S2 from the obstacle to the camera are 

measured by monocular measurement of distance, as shown 

in Fig. 8. The height of the camera h is known, and the 

moving distance d  of the camera at time t  is obtained by 

the speed odometer; virtual distances d1 and d2 are obtained 

by the pinhole imaging. Then, the corresponding heights hv1 

and hv2 of the same feature point at times 1T  and 1T t+   

satisfy relations (7). 
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Fig. 7.  Monocular camera ranging model. 
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                               (7) 

 

If the same feature point is on the same obstacle at two 

moments, the corresponding heights must be equal, 1 2v vh h= . 

That is, if 1 1 2 2

1 2

d s d s

d d

− −
=  is satisfied, feature points belong 

to the same obstacle; otherwise, feature points do not belong 

to the same obstacle. For feature points that do not belong to 

the same obstacle, optimization processing is required. 

 

Template matching and height difference threshold 

verification 

Taking the matching point at time 1T  as a template point, 

and using the FFT template matching algorithm to locate, 
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track, and match the feature points at time 

( )1, ..,1 2.N nT N t =+  . By calculating the height difference 

between the template point and the feature point, it is 

determined whether the tracking target is the same feature 

point. Considering the accuracy of template selection and 

template matching, the template feature point and the actual 

matching feature point are not the same feature point, which 

can cause that after template matching, for the same obstacles, 

the height of the feature points is different in different times. 

Using the method of limiting conditions and setting 

thresholds, the height calculation and threshold result 

verification of the same feature point at different times are 

carried out. If the difference between the feature point and the 

template point is within the preset effective threshold interval, 

these points are considered to be the same feature point, 

indicating that the obstacle segmentation in the early stage is 

correct; otherwise, the early obstacle segmentation is wrong. 

During the experiment, for the same feature point of the 

same obstacle at times 1T  and 1T t+  , the absolute value of 

its height difference was calculated by v1 v2h -h = , as 

shown in Fig. 8. The formula can be simplified as follows: 

 

1 2 2 1

1 2

d S d S

d d


−
=                            (8) 

 

where indicates the threshold; for S1, S2, d1 and d2, it holds 

that  1 1S d  and 2 2S d .   

The height hv1 of a feature point at time 1T  is calculated 

by: 

 

1 1

1

1

−
=
（ ）

v

d s h
h

d
                            (9) 

 

According to (8), factors related to threshold   include S1, 

S2, d1, and d2. To ensure the precision of template matching 

and verify the accuracy of the experiment with the same 

obstacle and feature point height, the value ranges of S1, S2, d1, 

and d2 are defined by experimental equipment to obtain the 

value of threshold  ; the effective range of threshold   is 

obtained by the DBSCAN clustering. The range of threshold 

  is used as a basis for the verification of the feature 

points in the later experiment. In the experiment, the 

RENVISION camera was used; the size of the target plane 

was 6.18 mm × 5.85 mm; the focal length range was f = 5 

mm–50 mm; the image resolution was 3264 × 2448; the 

frame number was 15 frames per second; the minimum 

distance between the height of an obstacle on the target plane 

was the distance length of a single pixel, and the maximum 

distance was half of the height (the camera target surface 

height of an obstacle was denoted by H). It was assumed that 

the camera’s internal and external parameters were fixed; 

vehicle speed was 10 m/s–20 m/s; the camera installation 

height was h=1.7 m; the camera elevation angle was  = 0°; 

the origin of the plane coordinate system was set to (x0, y0) = 

(0, 0); the position of a template point was (xi, yi) (i = 1, 2,…, 

n). The calculation started at a distance of zero from the 

coordinate position of the camera; the visual field distance of 

the camera at time 1T  was S1, and that at time T2 was S2. 

Based on the visual field of the camera at time 1T , the 

minimum and maximum values of S2, were obtained 

according to the vehicle speed and the number of frames of 

the camera. The specific parameters’ values are shown in 

Table I. 

 
TABLE I 

CAMERA PARAMETERS AND THE CORRESPONDING FIELD OF VIEW 

Symbol 
Quantity(When the camera 

focal length is 5 mm) 

Quantity(When the camera 

focal length is 50 mm) 

H (0.002389 mm, 2.925 mm) (0.002389 mm, 2.925 mm) 

S1 (5 m, 100 m) (5 m, 100 m) 

S2 (6 m, 102 m) (6 m, 102 m) 

d1 (0.523797 m, 62.064187 m) (0.523797 m, 62.064187 m) 

d2 (0.523797 m, 62.064187 m) (0.523797 m, 62.064187 m) 

 

Considering the field of vision of the later experiment, it 

was assumed that S1=[0 m, 20 m], S2=[1 m, 22 m], and 

d1=d2=[1.62387584 m, 124.178232 m]. The results of the 

DBSCAN clustering corresponding to the height threshold  

  at a camera focal length of f= 5 mm are shown in Fig. 9. 
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Fig. 8.  Calculation principle of the feature point height. 
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Fig. 9.  The DBSCAN clustering result of the height threshold. 

 

The DBSCAN density clustering results showed that the 

height threshold was divided into two intervals 

(0, 0.00592327 m) and (0.00592327 m, 0.00811315 m). The 

maximum height threshold   was 0.00811315 m, but most 

of the threshold values were in the interval of (0, 0.00592327 

m), and only a small part of them was in the interval of 

(0.00592327 m, 0.00811315 m). Therefore, the effective 

threshold interval was set as (0, 0.00592327 m). The upper 

limit of the valid threshold was 0.00592327 m, and its value 

was rounded at 0.006 m. In the later experiment, if the height 

difference between the template point and a feature point at 

different times was larger than 0.006 m, the template point 

was selected again after removing the feature point; if the 

height difference between the template point and a feature 

point at different times was less than 0.006 m, but the height 

difference of a certain frame was larger than 0.006 m, the 

framed picture was removed, and the feature points at the 

remaining moments are matched and tracked again with the 

FFT template matching to ensure the accuracy of feature 

point tracking when the same obstacle is highly verified. 

 

Obstacle feature point optimization and target tracking 

After the height verification with obstacle feature points, if 

feature points with segmentation errors appear in the 

matching region, they are regarded as target points to be 

tracked; if there are discrete feature points with segmentation 

errors in the mismatching region, the closed morphological 

algorithm is used for subsequent segmentation; feature points 

that cannot be subdivided are directly taken as target points to 

be tracked. 

The sparse optical flow method is used to track stable 

feature points in the obstacle after re-segmentation and 

feature points that cannot be re-segmented. Set an image at 

time 1T  as a reference image; a set of pixels of the 

corresponding feature point on the image plane is M (M = 

{M1, M2, …, Mn}). Set the image at time ( 1T t+  ) as the 

current image; the corresponding feature point on the image 

plane includes a collection of pixels N (N = {N1, N2, …, Nn}). 

By matching the feature points on the image at times 1T  and 

( 1T t+  ), the successfully matched feature point indicates 

that the tracking of the obstacle is realized, and then time 

( 1T t+  ) is set as the previous time, and time ( 1 2T t+  ) is 

set as the next time; the feature points on the image in the two 

frames, are matched again, and the above operations are 

repeated to achieve continuous tracking of the target. 

 

III. EXPERIMENTAL RESULT ANALYSIS 

In the indoor experiment, two RENVISION cameras fixed 

on the camera bracket were placed on the road plane with a 

baseline width of 10 cm. The road line stickers simulated the 

road environment in reality and acted as false obstacles. Four 

model vehicles were used to simulate obstacles in front of the 

vehicle under test; the lid acted as a generalized barrier. 

Zhang Zhengyou calibration method is used to calibrate the 

two cameras, the calibration results are shown in Fig. 10. 

According to the results of the binocular camera calibration, 

the internal and external parameters of the camera, including 

the rotation variable R and the translation variable T between 

the cameras, were adjusted; the camera installation height 

was 8 cm; the camera effective focal length was 5 mm; the 

camera pitch angle was 0.132 rad, the test data acquisition 

and analysis process is as follows. 

 

 

 
Fig. 10.  Calibration results. 

 

  
(a) 
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(b) 

Fig. 11.  Collected images: (a) left camera; (b) right camera. 

 

 
(a) 

 
(b) 

Fig. 12.  Matching graphs of feature points: (a) without VIDAR detection; (b) 

after VIDAR detection. 

 

Taking the optical center of the camera as the coordinate 

origin, the line between the two cameras was the X-axis; the 

Y-axis was perpendicular to the X-axis; the direction 

perpendicular to the XOY plane in the direction toward an 

obstacle was the Z-axis, where 

Z=Da (Da = {Da1, Da2, …, Dan}). The Z value of each 

matching point was taken as the Z value of its corresponding 

MSERs, and the ranging accuracy of a millimeter-wave radar 

was taken as the Z value reference. By adjusting the internal 

and external parameters of the binocular camera, the ranging 

accuracy of the binocular camera was corrected. Table II 

shows the 3D coordinates of the obtained matching points at 

time 1T . 

 

A. Segmentation accuracy analysis 

At time 1T , a three-dimensional coordinate point A (Xi, Yi, 

Zi) of the matching point was processed by the K-means 

clustering to segment it into obstacles of different depths. 

 

 
(a) 
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(b) 

Fig. 13.  The K-means clustering results: (a) two-dimensional matching 
points; (b) three-dimensional coordinate points. 

 
TABLE Ⅱ 

THE 3D COORDINATES OF THE T1 TIME MATCHING POINT 

Serial number Three-dimensional coordinate (X, Y, Z) Serial number Three-dimensional coordinate (X, Y, Z) 

Point 1 (124.185, 294.329, 53.256) Point 9 (203.826, 326.783, 71.582) 

Point 2 (139.594, 307.344, 55.242) Point 10 (186.207, 340.914, 67.479) 

Point 3 (96.2857, 323.81, 55.3196) Point 11 (208.278, 344.829, 72.4812) 

Point 4 (106.682, 323.364, 55.3185) Point 12 (293.75, 387.999, 48.1661) 

Point 5 (116.6, 331.371, 55.175) Point 13 (292.888, 391.004 48.1456) 

Point 6 (217.393, 305.857, 72.165) Point 14 (466.916, 311.76, 91.4511) 

Point 7 (191.711, 313.105, 71.822) Point 15 (468.859, 321.686, 91.6722) 

Point 8 (200.625, 320.281, 71.579) Point 16 (464.333, 372.762, 68.458) 
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The K-means clustering results of three-dimensional 

coordinate points show that the MSERs of matching points in 

the matching region were divided into four categories, 

representing four obstacles in total. Among them, “1” 

represented obstacle A, “2” and “3” represented obstacle B, 

“4” represented obstacle C, and “5” represented obstacle D. 

In fact, in the real obstacle situation, there were three 

obstacles, namely obstacles A, B, and D, and a generalized 

obstacle was obstacle C. Although the K-means clustering 

segmentation result was the same as the total number of 

obstacles in the matching region, the K-means clustering 

result had the following problems. Due to the occlusion of 

obstacle A, and the close distance between the tail of obstacle 

B and the front of obstacle A, part of obstacle A was 

mistakenly classified as obstacle B during the K-means 

clustering; that is, in a real environment, after the K-means 

clustering, “3” in obstacle B would represent a part of 

obstacle A. 

By comparing the K-means clustering results of 

three-dimensional coordinate points and two-dimensional 

matching points, it can be seen that the three-dimensional 

coordinate points can more intuitively show the relative 

position relationship between the feature points and better 

reflect the true state of the obstacles than the two-dimensional 

matching points. 

At time 2T , with the movement of vehicles, the distance 

between vehicles increased, and the vehicle information after 

the K-means clustering segmentation became more 

prominent. 

 

 
(a) 

 
(b) 

Fig. 14.  Collected images: (a) left camera; (b) right camera. 

8

6
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Fig. 15.  The K-means clustering method of three-dimensional coordinate 

points. 

 

The K-means clustering results show that the matching 

region included three obstacles. Among them, “6” 

represented obstacle E, “7” represented obstacle F, and “8” 

represented obstacle G; the result of obstacle division was 

consistent with the real obstacle situation. The K-means 

clustering of the three-dimensional coordinate points made 

the information on the obstacle segmentation more 3D, and 

the segmentation result of the obstacle was closer to the real 

number and contour of the obstacle in the camera’s field of 

vision. 

The binocular ranging and K-mean clustering were 

performed on the matching image on the left side of Fig. 12 

that had not been detected by VIDAR, as shown in Fig. 16. 

Obstacles were detected using the Fast-RCNN, and the 

results are shown in Fig. 17. 

 

1 2

4
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Fig. 16.  The K-means clustering results of three-dimensional coordinate 

points. 

 

 
Fig. 17.  The results of Fast-RCNN test. 
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The K-means clustering results showed that the matching 

region included five obstacles. Without considering the 

segmentation error of the K-means clustering in Fig. 13, the 

feature points that had not been detected by VIDAR were 

directly matched, resulting in one more obstacle being 

segmented in Fig. 16. After VIDAR detection, the matching 

region at times 1T  and 2T  was finally segmented into fine 

obstacles; the reason for the segmentation error was that the 

MSERs (“4” in Fig. 16) corresponding to the matching point 

of the road marking were divided into one obstacle. 

Compared with the Fast-RCNN and other obstacle detection 

methods, which could detect three obstacles (Fig. 17), the 

proposed method also had a good detection effect on 

generalized obstacles. Therefore, the feature points detected 

by VIDAR could reduce the error rate of obstacle 

segmentation and improve the accuracy of obstacle 

segmentation. 

The true number of obstacles (NRO), the total number of 

segmented obstacles (OT), the number of correctly 

segmented obstacles (OC), the number of incorrectly 

segmented obstacles (OF), the number of missed segmented 

obstacles (OM), false detection rate (FDR), missed detection 

rate (MDR), correct detection rate (CDR), and correct 

segmentation rate (CSR) were obtained, and FDR = OF / 

NRO, MDR = OM / NRO, CDR = OC / NRO, and CSR = OT 

/ NRO (CSR less than 1 indicates that the number of 

obstacles after segmentation is less than the actual number of 

obstacles, there are multiple obstacles mistakenly divided 

into an obstacle; CSR greater than 1 indicates that the number 

of divided obstacles is greater than the actual number of 

obstacles, and that there is a split of an obstacle into multiple 

obstacles). Table III compares the segmentation accuracy of 

different methods in the matching region of the real vehicle 

experiment. 

 
TABLE Ⅲ 

OBSTACLE SEGMENTATION ACCURACY IN THE MATCHING REGION 

Symbol 
Traditional 

binocular vision Faster-RCNN 
VIDAR+ 

Binocular vision 

NRO 1246 1246 1246 

OT 1325 1217 1263 

OC 1201 1187 1229 

OF 101 37 12 
OM 22 39 5 

FDR (%) 8.11 2.97 0.96 

MDR (%) 1.77 3.13 0.4 
CDR (%) 96.39 95.26 98.64 

CSR (%) 106 97.67 101 

 

It can be seen from Table III that the detection accuracy of 

the obstacle detection and segmentation method based on 

VIDAR and binocular vision reached 98.64 %, which was 

significantly higher than 96.39 % of the traditional binocular 

vision obstacle detection method and 95.26 % of the 

Faster-RCNN obstacle detection method. In terms of obstacle 

false detection rate and missed detection rate, compared with 

the other two methods, the method proposed in this paper has 

also been significantly reduced. In terms of correct 

segmentation rate, the method proposed in this paper makes 

the correctly segmented obstacles closer to the true number of 

obstacles by continuously segmenting obstacles in the 

camera 's field of view at different times. On the basis of 

VIDAR effectively eliminating pseudo-obstacles on the road 

surface, the obstacle feature point detection and segmentation 

method based on VIDAR and binocular vision can 

effectively detect more generalized obstacles, while the 

traditional binocular vision obstacle detection method cannot 

eliminate pseudo-obstacles, and the Faster-RCNN obstacle 

detection method cannot detect generalized obstacles outside 

the training set due to the influence of its training samples. 

 

B. Detection range analysis 

According to (2)–(5), the proposed dual-VIDAR obstacle 

detection method has a larger detection range and a higher 

detection accuracy than the traditional binocular vision 

detection method. In the matching area, the feature points are 

divided into obstacles in different planes by using the 

K-means clustering results of three-dimensional coordinate 

points combined with binocular ranging. In the mismatched 

region, assuming an obstruction after the two-dimensional 

morphological closed operation is the contact point P 

between the obstacle and the road surface, the distance Db of 

an obstacle to the monocular camera was used to divide into 

different planes of obstacles. 

The results in Figs. 18–21 showed that in the matching 

region, the dual-VIDAR detection method detected only one 

obstacle, while the traditional binocular vision detection 

method detected three obstacles, including one real obstacle 

and two false obstacles. In the mismatched region, the 

proposed dual-VIDAR detection method detected three 

obstacles. Table Ⅳ shows the number of obstacles detected 

by different detection methods in the outdoor experiment. 

 

 
(a) 

  
(b) 

Figure 18: Collected images. (a) left camera; (b) right camera. 
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(a) 

 
(b) 

Figure 19: Detection results of the dual-VIDAR in the matching region. 

 

 
(a) 

 (b) 

Figure 20: Detection results of the traditional binocular vision in the matched 

region. 

 
(a) 

 (b) 

Fig. 21.  Obstacle segmentation results: (a) left camera’s mismatched region; 

(b) right camera’s mismatched region. 

 
TABLE Ⅳ 

NUMBER OF OBSTACLES DETECTED BY DIFFERENT METHODS 

Symbol 
Traditional 

binocular vision 
YOLOv3 

 
Dual-VIDAR 

Detection 

field of vision 

Matching region Matching 

region 

Matching region + 

Mismatched region 

FDR (%) 7.25 2.15 0.88 

MDR (%) 1.64 3.01 0.37 

CDR (%) 95.28 94.86 98.93 

CSR (%) 104 97.78 101 

 

It can be seen from Table Ⅳ that in the range of camera 

detection, compared with the traditional binocular vision and 

YOLOv3 obstacle detection method, the dual-VIDAR 

obstacle detection method has a wider detection range, lower 

false detection rate and missed detection rate, higher 

detection accuracy and segmentation accuracy. This is 

because the dual-VIDAR detection method can detect 

non-overlapping areas other than monocular camera 

overlapping scenes. In addition, the method proposed in this 

paper can detect more generalized obstacles and 

pseudo-obstacles on the basis of providing a wider detection 

range, and use VIDAR to eliminate the pseudo-obstacles. 

The low accuracy of traditional binocular vision detection is 

not only affected by the detection range of the camera, but 

also by the type of obstacles detected. The low detection 

accuracy of YOLOv3 is not only affected by the camera 

detection area, but also by its training samples. 
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C. Verification analysis of match point height 

According to (7), the height of the same obstacle and the 

same feature point is constant over time. At time 1T , the 

matching point was used as a template point in the matching 

region, as shown in Fig. 22. The height comparison of 

template points at times 1T  and 1T t+   is presented in Fig. 

23. 

As shown in Fig. 23, within the height threshold of 0.006 

m, among all points tracked and matched by templates at time 

1T  and 1T t+  , only the height difference of template point 

10 exceeded a value of 0.006 m, and the height of point 10 at 

time 1T  was smaller than that at time 1T t+  . At time 1T , 

according to the information on matching points in the 

experiment, point 10 should belong to obstacle A; however, 

because these two points were too close to obstacle B, they 

were divided into obstacle B after the K-means clustering, 

and the calculation results of these two points were wrong 

when the height of matching points was calculated at that 

time because S1 and d1 in (9) were replaced by S2 and d2 at 

time 1T t+  , the calculation result of height h was wrong. At 

time 1T t+  , when the distance between obstacles A and B 

increased, the K-means clustering segmentation result 

became correct, and point 10 was divided into obstacles. At 

this point, the height value of the obstacle matching point 

satisfied (9), and the calculated result of the actual height 

value of point 10 was correct. The experimental result 

showed that the value of point 10 at time 1T  was less than 

that at time 1T t+  , which was consistent with the actual 

situation. Table Ⅴ shows the tracking data of matching points 

at different times in the real vehicle experiment, where d1 is 

the height of the starting template matching point, and 

 1max id d d = −  (i = 2, 3, ..., 8). 

The height threshold of the outdoor experiment is 0.02 m. 

It can be seen from Table Ⅴ that the △d of Trace Points 4 

and Trace Points 10 exceeds the threshold range and does not 

meet the conditions, indicating that the obstacles segmented 

by these two matching points at different times are wrong. 

The reason is that the distance between the obstacles is too 

close during the tracking process, resulting in the feature 

points belonging to the two obstacles being segmented into 

one obstacle. In order to ensure the accuracy of target 

tracking in the later stage, the tracking points exceeding the 

height threshold are eliminated. In addition, the experimental 

results show that the obstacle detection and segmentation 

method based on VIDAR and binocular vision can 

effectively solve the obstacle occlusion problem that 

traditional binocular detection is difficult to deal with by 

continuously segmenting the detected obstacle feature points 

in the camera field of view, and improve the accuracy of 

detection and segmentation in the state of multiple 

overlapping obstacles. 
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Fig. 22.  Tracing number of matching points at time. 

 

 
Fig. 23.  Comparison of the template point height at times and for points 1–15. 
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TABLE Ⅴ 
HEIGHT COMPARISON OF MATCHING POINTS AT DIFFERENT TIMES 

Trace Points d1/m d2/m d3/m d4/m d5/m d6/m d7/m d8/m △d/m 

1 0.7834 0.7821 0.7897 0.7801 0.7925 0.7914 0.7887 0.7704 0.013 

2 0.4749 0.4722 0.4678 0.4615 0.4774 0.4847 0.4774 0.4819 0.0134 

3 0.8631 0.8751 0.8725 0.8601 0.8549 0.8578 0.8619 0.8546 0.012 

4 1.1801 1.1237 1.1258 1.1303 1.1274 1.1098 1.1156 1.1214 0.0703 

5 1.0747 1.0652 1.0698 1.0735 1.0758 1.0734 1.0841 1.0835 0.0095 

6 1.2316 1.2399 1.2301 1.2307 1.2485 1.2479 1.2424 1.2248 0.0109 

7 1.4144 1.4041 1.4236 1.4058 1.4201 1.4015 1.4089 1.4155 0.0129 

8 1.3425 1.3467 1.3328 1.3574 1.3533 1.3299 1.3388 1.3354 0.0149 

9 1.4597 1.4547 1.4658 1.4662 1.4551 1.4532 1.4529 1.4588 0.0068 

10 0.6788 0.9366 0.9544 0.9485 0.9358 0.9874 0.9917 0.9325 0.3129 

11 0.8724 0.8689 0.8735 0.8718 0.8615 0.8628 0.8883 0.8847 0.0123 

12 1.3779 1.3748 1.3708 1.3735 1.3722 1.3702 1.3751 1.3766 0.0077 

13 1.1622 1.1748 1.1602 1.1635 1.1688 1.1659 1.1694 1.1598 0.0072 

14 0.9918 1.0013 0.9959 0.9934 1.0105 0.9825 0.9849 0.9979 0.0187 

 

IV. CONCLUSION 

This paper presents an obstacle detection and segmentation 

method based on VIDAR and binocular vision. In the aspect 

of obstacle detection, VIDAR is used to discriminate the 

height of a small number of stable feature points extracted by 

MSER algorithm, eliminate the pseudo-obstacle feature 

points, retain the real obstacle feature points, improve the 

accuracy of obstacle detection, and reduce the complexity of 

post-processing of feature points. In the aspect of obstacle 

segmentation, according to the camera vision area where 

different feature points are located, monocular vision, 

binocular vision, morphological closed operation, K-means 

clustering and other methods are used to segment obstacles 

belonging to different regions, which improves the accuracy 

of obstacle segmentation. An obstacle detection method 

based on double VIDAR is proposed. On the basis of 

eliminating the detected pseudo-obstacle points, the detection 

range of traditional binocular vision is increased and the 

accuracy of obstacle detection is improved. The accuracy of 

the previous obstacle segmentation results is verified by 

using the same feature point height of the same obstacle at 

different times. Using FFT template matching, DBSCAN 

density clustering, height threshold determination and other 

methods to track and match the segmented obstacle feature 

points, the accuracy of obstacle feature point segmentation 

and the accuracy of subsequent vehicle tracking are 

improved. 

Through simulation experiment and real vehicle test, the 

process of obstacle detection and segmentation based on 

VIDAR and binocular vision is described. The traditional 

binocular vision detection method, Faster-RCNN detection 

method and obstacle detection and segmentation method 

based on VIDAR and binocular vision are applied to indoor 

and outdoor comparative experiments, and FDR, MDR, CDR 

and CSR are used as evaluation indicators to compare the test 

results. The results show that the method proposed in this 

paper can effectively solve the problem of occlusion between 

obstacles on the basis of eliminating pseudo-obstacles. It has 

high detection accuracy and segmentation accuracy, and 

analyzes the reasons for high accuracy. Combined with the 

real vehicle test, the traditional binocular obstacle detection 

range, the obstacle detection range based on YOLOv3 and 

the obstacle detection range based on double VIDAR 

proposed in this paper are compared, and the detection 

accuracy and segmentation accuracy of the three detection 

methods are compared with the corresponding indicators. 

The results show that the proposed method has a larger 

detection range, higher detection accuracy and segmentation 

accuracy. The reasons for the large detection range, high 

detection accuracy and high segmentation accuracy are 

analyzed. Taking the experimental equipment such as camera 

as the constraint condition, the adjustment range of the height 

threshold of the same feature point at the same time is 

established, and the height information of different tracking 

points detected by the camera at different times is analyzed. 

Based on the value of △d, the tracking points that do not 

meet the requirements are eliminated, and the accuracy of 

target segmentation is improved. The method proposed in 

this paper improves the intelligence of the vehicle, provides a 

new idea for accurate detection under multiple overlapping 

obstacles, and further improves the safety and reliability of 

the autonomous vehicle. Accurate vehicle control will be its 

next research direction. 
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