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Sufficient Condition for Synchronization in
Complete Networks of n Reaction-Diffusion
Systems of Hindmarsh-Rose Type with Nonlinear
Coupling

Phan Van Long Em

Abstract—This work focuses on the identical synchronization
in complete networks consisting of n nodes. Each node is
represented by a reaction-diffusion system of Hindmarsh-Rose
type connected by nonlinear coupling. Sufficient conditions on
the coupling strength are identified to get the synchronization.
The result shows that the complete networks are easier to
synchronize if they have more nodes. This paper also shows the
numerical results to verify the effectiveness of the theoretical
one.

Index Terms—complete network, nonlinear coupling,
reaction-diffusion system of Hindmarsh-Rose, synchronization.

I. INTRODUCTION

YNCHRONIZATION is one of the most important dy-

namical properties of dynamical systems and is studied
in many fields. The word synchronization usually means
having the same behavior at the same time [1]. Therefore,
the synchronization of two dynamical systems could be
understood that one system copies the behavior of the other.
In other words, if the behaviors of some dynamical systems
are synchronized, these systems are called synchronous. In
the studies of Aziz-Alaoui [1] and Corson [2], it is said that
a phenomenon of synchronization may appear in a network
of many weakly coupled oscillators. The phenomenon of
synchronization can be seen in a lot of different applications
such as increasing the power of lasers, controlling oscilla-
tions in chemical reactions, encoding electronic messages
for secure communications or synchronizing the output of
electric circuits [1], [3].

Synchronization has been ubiquitously studied in many
domains and many natural phenomena presenting the syn-
chronization such as the movement of birds forming the
cloud, the movement of fishes in the lake, the movement
of the parade, the reception and transmission of a group
of neurons [1], [4], [5], [6], [7], [8]. Hence, the study of
synchronization is necessary. Specifically, the neural network
is investigated in this paper.

In the human brain, there are a lot of neurons, they connect
together in order to form a network. A neural network is
a community of neurons that are physiologically connected
together. The exchange between cells is mainly based on

Manuscript received October 25, 2022; revised January 31, 2023.

This work is carried out under the funding of An Giang University,
Vietnam National University, Ho Chi Minh City.

Phan Van Long Em is a lecturer of An Giang University, Vietnam National
University, Ho Chi Minh City, VIETNAM; (e-mail: pvlem@agu.edu.vn).

electrochemical processes. This study focuses on the suffi-
cient condition on coupling strength to get synchronization
in complete networks of neurons. In addition, each neuron
is presented by a system of reaction-diffusion equations of
Hindmarsh-Rose type. This paper only considers complete
networks of n neurons coupled nonlinearly.

In 1952, Hodgkin and Huxley introduced a four-
dimensional mathematical system that could approximate
many properties of neural membrane potential [2], [4], [7].
Based on this system, a lot of scientists published simpler
models describing the neuron voltage dynamics. In 1982,
Hindmarsh J. L. and Rose R. M. introduced a new simpler
model called Hindmarsh-Rose model [9]. This system was
known as a simplified two-dimensional model from Hodgkin-
Huxley’s famous model [6]. Although this system is simpler,
but it has a lot of extraordinary analytical results and retains
the energizing properties and biological significance of cell.
It represents the equilibrium state, activity, and bursting of
the neuron voltage. The system consists of two equations in
the two variables w and v. The first variable is the fast one. It
is excitatory, and represents the transmembrane voltage. The
second one is the slow recovery variable presenting some
physical quantities, such as the electrical conductivity of
ion currents across the membrane. The ordinary differential
equations of Hindmarsh-Rose type are given by [2]:

d

d—z:utzv—ug—kauz—kl

J (D
d—:zvtzl—buQ—v

where the parameters a = 3,b = 5 are constants determined
by practical experience, I presents the external current.
However, the system (1) is not strong enough in order
to describe the propagation of action potential. In order to
solve this problem, the cable equation is investigated in this
work. This mathematical system is obtained from a circuit
model of the membrane and its intracellular and extracellular
space to provide a quantitative description of current flow
and voltage change both within and between neurons. It
allows us to understand how cells function quantitatively
and qualitatively. Hence, the reaction-diffusion system of
Hindmarsh-Rose type (HR) is considered as follows:
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where v = u(z,t), v = v(z,t), (v,t) € Q x R", d
is a positive constant, Awu is the Laplace operator of w,
Q c RV is a regular bounded open set with Neumann
zero flux boundary conditions, and N is a positive integer.
This model allows the appearance of many patterns and
relevant phenomena in physiology. This model consists of
two nonlinear partial differential equations. The first one
presents the action potential and the second one introduces
the recovery variable describing some physical quantities,
such as the electrical conductivity of ion currents across
the membrane. Besides, the first equation is similar to the
cable equation. It presents the distribution of the membrane
potential along the axon of a single cell [6], [7]. Hereafter,
system (2) is considered as a neural model, and a network
of n coupled systems (2) is constructed as follows:

wip = v; —up +au? + I+ dAu; — h(ug,uy)
Vi =1 — buf — v, 3)
i,j=1,...ni%#j,

where (u;,v;),i =1,2,...,n is defined by (2).

Function h presents the coupling function describing the
type of connection between cell ¢th and jth . Neurons connect
through synapses, then it leads to two types of connections
between cells such as chemical connection and electrical one.
It is known that the chemical connection is more abundant
than the electrical one. Hence, this study only focuses on
chemical connection, then the coupling function is nonlinear
[2], [10], [11] and is given by the following formula:

h(ui, uj) = (4i — Veyn)gsyn Zcijl"(uj), 1=1,2,...,n.
j=1

Parameter gy, represents the coupling strength. The co-
efficients ¢;; are the elements of the connectivity matrix
Cy, = (Cij)nxn, defined by: ¢;; = 1 if neuron ith and jth
are coupled, c¢;; = 0 if neuron ith and jth are not coupled,
where 7,5 =1,2,....,n,1 # j.

Function I' is a non-linear threshold function given by:

1

T 1+ exp(—A(u; —

I'(uj ) 7=12,...,n.

Osyn))’

The parameters above have the following physiological

meanings:

e Viyn 1is the reversal potential and must be larger than
ui(x,t), forall i = 1,2,...,n, and = € Q,¢t > 0 since
synapses are supposed excitatory.

e Oyn is the threshold reached by every action potential
for a neuron.

e A is a positive number [2], [12]. The bigger A is and
the better we approach the Heaviside function.

In this paper, the rapid chemical excitatory synapse is

considered, so the parameters are fixed as follows throughout
this work, according to the articles [2], [12].

A =10, Vign = 2, Ogyn = —0,25.

Recently, there have been a lot of research papers on
synchronization of the neural network, but most of them
only study cells stimulated by the equations of FitzHugh-
Nagumo type [10], [11] or the system of ordinary differential
equations of Hindmarsh-Rose type [2]. In 2022, we have
a published work about the system of reaction-diffusion
equations of Hindmarsh-Rose type in complete networks
with linear coupling [13]. So, there is no study related to
the system of reaction-diffusion equations of Hindmarsh-
Rose type in complete networks with nonlinear coupling.
Thus, the research on this issue is litterally meaningful and
brings a practical application value to the currently applied
mathematics.

II. SYNCHRONIZATION OF COMPLETE NETWORKS

In this work, the sufficient conditions on coupling strength
to get synchronization in complete networks of cells are
investigated. A complete network means each node connects
to all others [10], [11]. For example, Fig. 1 presents the
complete graphs from 3 to 10 nodes. Each node introduces a
neuron modeled by a system of reaction-diffusion equations
of Hindmarsh-Rose type and each edge represents a chemical
connection modeled by a nonlinear coupling function. A
complete network of n neurons (2) bi-directionally coupled
by the chemical synapses is given as follows:

up = v; — ud +au? + I + dAu;

o Zn: Jsyn (uz - ‘/;yn)
1,k

k=1,k#i 1 + exp(_/\(uk - esyn)) (4)

vig =1 —bu? —v;

1=1,..,n,

where g,y is the coupling strength between neuron ith and
jth.
Definition 1 (see [10]). Ler S; = (u;,v;), @ = 1,2,...,n

and S = (51,853, ...,5,) be a network. We say that S is
identically synchronous if

n—1

Z (”Ui - Ui+1HL2(Q) + H’Ui - UH_lHLQ(Q)) =0.

i=1

lim
t——+oo

Fig. 1.

Complete graphs from 3 to 10 nodes.
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The system (4) can be rewritten as follows:

uip = v; — ul + au? + I + dAuy;
_ n gsyn(ui - V:syn)
k=1 ki 1+ exp(=A(ur — Osyn))
vig =1—bu? —v;
upy = v1 —ud +aud + I + dAuy 5)
_ n gsyn(ul - V:syn)
j=2 1+ exp(=A(ur — Osyn))
vltzl—bu%—vl
t=2,...,n
Let X =u;—u,Y =v;,—v1and U = u; +ug,1=2,...,mn

We have then the system corresponding to the variables
X,Y:

dX 1 3
— =Y - X+ X(aU - “U?) + AX
I 1 + X (aU 4U )+

i i gsyn(uz - ‘/;yn)

k=T L+ exp(=A(ur — Osyn))
(6)

n Xn: gsyn(ul - V;yn)
v =2 1+ exp(—A(ur — bsyn))
— =-bXU-Y
dt

Theorem 1. Suppose that
= inf {u;(x,t),i=1,2,...,n,2 € Q,t > 0},
and the coupling strength gy, verifies the condition:

a2(1 4 eXp(—)\(N - esyn)))
3(n—1) ’

9syn > max{

3— b + (b — 2a)
4y(n —1)(3 —7b?)

(1 + exp(—A\(N — stn)))} ,

3
where 0 < v < 5
sense of Definition 1.

the system (S) will synchronize in the

Proof: Let choose the Lyapunov function as follows:

E(X,Y) Z/( X2+ 7Y2)da:
=2 Q
where v is a positive constant.

By taking derivative this Lyapunov function according to
t, we have:

dE(XY) _ Zf[

1=2Q

XL XAX — (X2(3U2 —aU

n
Jsyn
+ Z ; 1+cxp(—)\(uk—95yn))>
—(ybU — )XY + sz)

- ‘/;yn)(uz — U

+gsyn (ul

n
1
) <l§:2 1+exp(—A(u;—0syn))

n 1
- Z i 1+Cxp(—)\(uk—esyn)) d:E

k=1,k#i

n 4 .
dE(ji,Y) < ZS{[_XT_ (X2 (%UQ—aU

n gs'(n,
+ X TTeor )\(JukGSyn)))

(7)
—(ybU = 1) XY +~Y?)

+gsyn(ul - ‘/Syn)(u’t - ul) <1+cxp(—)\%u,;—9

syn))

1
_1+exp(7/\(u1705y”))):| dx.
Since we are interested in the rapid chemical excitatory
synapses, SO

ur < Vigyn, Vo € Q,t > 0= uy — Vi, <0,V € Q1 > 0.

Note that:
If u; > uq, then
u; —u1 > 0= g, (u; —uq)(ug — Vsyn) <0,
and
1 1

1T oxp(Nwi — o)) —Ogyn))

Thus

1+ exp(—A(uq

gn(ui - Ul)(ul - ‘/;yn) (1+8Xp(—)\%ui—9syn))

< 0.

_ 1
1+exp(—A(u1—0syn)) )

If u; < uq, then

u; —up < 0= gn(u; —ur)(ur — Viyn) >0,

and
1 < 1
1+ exp(—)\(ui - eayn)) 1+ exp(—/\(u
Thus

1= eayn)) ’

ga (s =) (w1 = Viyn) ( Fremr=ste=romy

1
T 1+exp(—A(u1 —0syn)) ) <0.

It means in any cases, there is always the inequality:

9n (s = ) (w1 = Vyn)  Treprmie=o

1
- 1+CXp(*)\(Ulfasyn))) < 0

Therefore, the system (7) becomes:

dE(XY) < Ef[

=20

—(X2(30% - aU

Gsyn
_A(uk_esyn))

—(yoU = )XY +~Y?)] dx.

oy

k=1 ki

1+4exp(
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If N =inf{u;(z,t),i =1,2,....,n,2 € Q,t > 0}, then
dE@YY><:§:j’[ — (X2(3U% - aU
=20
(n=1)gsyn
+1+exp(7)\(Ni95yn)))
—(yoU = 1)XY +~Y?)] d
<3 J[-E - (Ax2 - BXY +9v?) | ds,
i=20
3
where A = U - U + C, with C =
(n—1)gsyn
B =~bU — 1.

1+ exp(—=A(N = 0syn))’ K

It can be seen that AX2—BXY ++Y?2 > 0 if the following
two conditions are verified:

e Since A = 1U2 — aU + ngsyn, the solutions of the
2 (a £+va? —3C
equation A =0 are Uy o = ( 3 ) if C <
a2
3
a2
Therefore, A > 0 if C' > 3
It means

a2(1 + eXp(—)\(N - esyn)))
Gsyn > 3(n — 1) .

¢ Moreover,
2

B 1
WA—zf>0¢>@~w%U%am—%ﬂH40——>o.
Y
1 b—2
This condition is satisfied if C' > — + Q and
4y 4B —?)
<13
It means
3—b* +~(b— 2a)2 B _
gsyn > 47(,” _ 1)(3 _ "}/bz) (1 + eXp( /\(N esy"))) )
and
Then, if the coupling strength g, verifies the condi-
tion:

a?(1 + exp(=A(N = Osyn))).
3(n—1) ’

Gsyn = maX{

3—b? +y(b— 2a)2
4y(n —1)(3 —b?)

(1 + exp(=A(N — 9syn)))} ;

3
with 0 < v < —, we have AX? — BXY +~Y2 > 0.

b2’

dE(X,Y)

It implies that < 0, for all X,Y. It means

the origin is globally asymptotically stable for F(X,Y)

(see [14]). Hence,the network (5) synchronizes globally
asymptotically. Theorem has been proven.

|

As the result of Theorem 1 is proven, we can easily see

that the coupling strength needs to reach certain threshold

values to synchronize the complete networks. Moreover, if

the number of nodes in the network is higher, it synchronizes

more easily.

III. NUMERICAL RESULTS AND DISCUSSION

This section focuses on finding numerically the minimal
values of coupling strength g, to observe the synchroniza-
tion between n subsystems modeling the function of neuron
networks. In the following, the paper shows the numerical
results obtained by integrating the system (5) with

a=3,b=51=0d=1,
[0; T] x © = [0;200] x [0;100] x [0;100] .

The integration of the system is realized by using C++ and
the results are represented by Gnuplot.

Fig. 2 below illustrates the synchronization of the complete
network of 3 systems of reaction-diffusion equations of
Hindmarsh-Rose type with nonlinear coupling. It means we
integrate the system (5) for n = 3. The simulations show
that the system synchronizes from the value gy, = 1.11.

Fig.  2(a), 2(b), 2(f), 2g. 2k), 20, 2p),
2(q) represent the synchronization errors of the
coupled  solutions  (ui(x1,x2,t),us(x1,22,t))  and
(ua(z1, 2, t), u3(T1,2,t)), Where t € [0;7] and for

all (z1,22) € Q. In Fig. 2(p) and 2(q) with gg, = 1.11,
the simulation shows that the synchronization errors reach
zero, it means:

uy (21, 2,t) = us(xy, x2,1)

and
ug (w1, 2, t) = uz(r1, x2,1)

for all (z1,22) € Q.

Fig. 2(c), 2(d), 2(e), 2(h), 2(1), 2(j), 2(m), 2(n), 2(0), 2(1),
2(s), 2(t) represent the solutions u;(z1,x2,190),7 = 1,2, 3,
of the network from the moment when no synchronization
has occurred until they have the same shape, i.e, the syn-
chronization is performed.

Before synchronization with gg,, = 0.1, Fig. 2(a) rep-
resents the synchronization error between u; and wg, for
all (z1,z2) € ; Fig. 2(b) represents the synchronization
error between us and weo; Fig. 2(c) represents a solution
up (21, x2,190); similarly, Fig. 2(d) and 2(e) represent the
solutions us(x1, 22, 190) and ug(x1, x2, 190) when they are
coupled together; the results are similarly done for gg,, =
0.5 (Fig. 2(f), 2(2), 2(h), 2(), 2G), gsyn = 1.0 (Fig. 2(K),
2(1), 2(m), 2(n), 2(0)) and gy, = 111 (Fig. 2(p). 2(q),
2(r), 2(s), 2(t)). For g4y, = 1.11, the synchronization occurs.
Since it is easy to see that the synchronization errors in Fig.
2(r), 2(r) reach zero, and all patterns in Fig. 2(r), 2(s), 2(t)
are the same.

In other words, the coupling strength is over or equal
to gsyn = 1.11, three nonlinearly coupled neurons have
synchronous properties. By doing similarly for the complete
networks of nonlinearly identical coupled neurons, the values
of coupling strength with respect to the number of neurons
n are reported in Table 1. In Table I, for each value of n,
we seek one necessary value of coupling strength to get the
synchronization in complete networks with respect to n from
3 to 20.

Based on these numerical experiments, it is clear to see
that the coupling strength required to obtain the synchro-
nization of n neurons depends on the number of neurons.
Indeed, the points in Fig. 3 represent the coupling strength
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in complete networks from Table I, and we would like to
find a relationship between the number of neurons n and
the coupling strength reported in Table I. This relationship
is presented by the following function:

2.1
Gsyn = m + 0.05. (8)

In Fig. 3, the function (8) is represented by a curve where
the points corresponding to the coupling strengths are almost
on. It means the coupling strength necessary to obtain the
synchronization in complete networks follows the law given
by (8). These simulations show that the bigger the number
of neurons is, the smaller the coupling strength is. It means
that synchronization is easier when the number of neurons
in complete networks is bigger.

IV. CONCLUSION

This study provided a sufficient condition on the cou-
pling strength to obtain the synchronization in the complete
networks of n non-linearly coupled systems of reaction-
diffusion equations of Hindmarsh-Rose type. Theorem 1
shows that the bigger the value of n is, the smaller g,
is. Numerically, it shows that the synchronization is stable
when the coupling strength exceeded a certain threshold and

Fig. 3. The evolution of the coupling strength with respect to the number
of neurons.

depends on the number of neurons in network. The bigger
the number of cells is, the easier the ynchronization will
be obtained. In other words, the numerical results meet the
theoretical one. In addition, we will study the different syn-
chronization regimes in free networks coupled with chemical
connection in the future works.
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