
  

Abstract—This paper proposes a distributed generator (DG) 

optimization framework based on an improved northern 

goshawk optimization (INGO) algorithm to install multiple 

DGs into the distributed system (DS) simultaneously. Various 

case studies are conducted in constant or varying load and 

generation models. The framework considers the power 

system's critical constraints while optimizing each DG's 

location, capacity, and power factor to minimize energy losses 

and voltage deviations and improve DG penetration levels and 

system voltage distribution. The effectiveness and stability of 

the INGO algorithm were first verified in two constant test 

systems, and the effect of the optimal power factor of the DG 

on the system was considered. The results of all case studies 

show that the INGO algorithm performs better than other 

existing methods in reducing active power losses and voltage 

deviations. When the three parameters of generator location, 

capacity, and power factor were optimized simultaneously, the 

active power losses of the two test systems were reduced by 

93.96% and 98.11%, respectively. On this basis, photovoltaics 

(PVs) and wind turbines (WTs) as renewable energy DGs 

(REDGs) were also introduced in two changing test systems. 

The performance gap between two REDGs and conventional 

generators (CGs) is compared. The all-day active energy losses 

in the two tested systems were reduced by 88.27% and 94.74% 

after WTs installation. Much higher than 51.23% and 53.64% 

after installing PVs, almost as good as installing CGs. 

Therefore, WTs can replace CGs to reduce carbon emissions 

because the difference in energy loss and voltage deviation 

between the two is tiny. 

 

Index Terms—Distributed generator, power factor, energy 

loss, carbon emissions, distributed system 
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I. INTRODUCTION 

ith the increasing load demand and the transmission 

of electrical energy on long transmission and 

distribution lines, the distribution network faces many 

challenges, such as increased power loss, poor voltage 

regulation, and poor power quality. These problems harm 

the power system's performance and the power supply's 

reliability [1]. Modern power systems focus more on 

distributed generation than traditional centralized generation 

because distributed generation positively affects the 

distribution system's planning and operation. Unlike a 
conventional generator, distributed generator (DG) is 

referred to as a small generating set, with a capacity size of 

1kW to 50MW, and is located closer to the customer. 

Generators of either conventional (including micro-turbines, 

gas turbines, diesel engines, and fuel cells) or renewable 

energy (such as photovoltaics and wind turbines) might be 

considered DGs [2]. The greenhouse effect has grown more 

pronounced in recent years due to global warming. CGs 

emit many greenhouse emissions in the energy sector. In 

contrast, REDGs are clean, low-carbon generators with 

minimal pollution [3]. 

Despite the environmental benefits, the installation effects 
of DGs must be carefully evaluated when installing REDGs 

in a DS. These resources are intermittent, and weather 

conditions significantly impact them [4]. With only 

centralized generation, the DS's load flow is from the 

substation to the customer, while with the installation of DG, 

the DS's load flow is bi-directional. Inadequate DG planning 

may result in under or over-generation, worsening power 

quality metrics, and other issues [5]. When DG is 

appropriately configured, all relevant parameters are 

improved, and power loss and carbon emissions are reduced. 

Many different DG optimization techniques have been 
proposed to effectively solve the problem of optimal 

distributed generator allocation (ODGA). 

Analytical approaches have been used in some research to 

address the ODGA problem. In [6], four new analytical 

methods are proposed to determine the optimal siting and 

sizing of DGs to reduce the system's power loss. In [7], a 

model with a two-level framework combination is proposed. 

The first step of this model is to determine the location of 

the DG based on the sensitivity index, and the second step is 

to calculate the capacity of the DG based on the proposed 

analytical expression. In general, the analytical approach has 

a short computation time and is easy to handle simple 
ODGA problems. However, as the number and types of 

installed DGs increase, the ODGA problem will become 
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more complex, posing a significant challenge to the 

analytical method. 

An alternative approach to solve the ODGA problem is to 

use an artificial intelligence-based method. The artificial 

intelligence-based approach is highly spontaneous, easy to 

implement, and can solve complex ODGA problems. In [8], 

the krill herd algorithm (KHA) method is proposed to 

minimize the system's active power and energy loss. The 
authors of [9-11] propose an improved equilibrium 

optimization algorithm (IEOA), an enhanced gravitational 

search algorithm (EGSA), and a chaotic search group 

algorithm (CSGA) for simultaneously reconfiguring the 

distributed feeders and optimally allocating the DGs in order 

to minimize active power loss and maximize the voltage 

stability index of the DS. In [12-14], the sensitivity 

coefficient is first used to determine the candidate bus 

locations of DGs. Then, Particle Swarm Optimization (PSO), 

Improved Butterfly Algorithm (IBA), and Ant Lion 

Optimizer (ALO) algorithms are used to determine the 
optimal capacity of DGs, respectively, which reduces the 

algorithm's search space and active power loss. 

In addition, the optimization model can also solve the 

multi-objective ODGA problem. Regarding the 

multi-objective framework, two techniques, the weighting 

method [15] and Pareto-front-based optimization [16-18], 

have been used in most studies. Ref. [19] utilizes a modified 

Imperialistic Competitive Algorithm (ICA) form and 

considers the load variation, which varies linearly from the 

essential 50% to 150% (1% increase at a time); finally, it 

results in a general expression for the capacity variation of 
DG with the load. 

Besides single algorithms, many hybrid algorithms have 

been proposed to solve ODGA problems. The hybrid 

algorithm retains the advantages of the single algorithm and 

improves convergence speed and accuracy. In [20-25], 

beetle antennae search algorithm (BASA), genetic algorithm 

(GA), shuffled frog leap algorithm (SLFA), crow search 

algorithm (CSA), and analytic method are respectively 

combined with PSO for solving single-objective or 

multi-objective ODGA problems. In [26], a methodology 

based on symbiosis organism search and neural network 

algorithm (SOS-NNA) is proposed to configure DG and 
capacitors simultaneously. 

Most studies only considered DGs operating at unity 

power factor (UPF) and predefined power factor, ignoring 

the effect of optimal power factor (OPF) on the performance 

of DGs. Only in [27-31] have researchers examined the 

effect of DG operated at OPF on the performance 

parameters of DS. Ref. [30] also considers the effect of the 

optimal number of DGs on the performance parameters of 

DS, and ''dispatchable'' power factors for each period in a 

given range are proposed in smart grid schemes to minimize 

the reactive power loss. 
In most cases, DG studies are performed with constant 

power and load models, which are not applicable in practical 

DS. In addition, the optimal location and capacity of the DG 

at peak load are not necessarily the same as at other load 

levels [32]. In [33], the load variation of DS and the 

intermittent output power of DG are considered essential 

factors in assessing the impact of DG on the grid. 

Synthesizing the above literature, in some studies, the 

candidate locations of DG are usually selected based on the 

sensitivity factor, which leads to a significant reduction of 

the search space but eliminates the locations of certain 

potential candidate buses. In addition, most of the above 

studies need to examine well the impact of the optimal 

power factor of DG on the network performance. Studies of 

the ODGA problem usually consider only constant 

generation and constant load models and rarely consider 

variable generation and variable load models. 

This research offers an optimization framework for DGs 

based on the INGO algorithm to simultaneously optimize 
numerous DGs' locations, capacities, and power factors in 

the DS. In addition, the performance of the proposed 

algorithm is assessed under the simultaneous changes in 

load and generation. 

The main contributions of this paper are as follows: (i) 

The effects of different DG's power factors on the network 

performance are considered, and the optimal setting of the 

DG's power factor is investigated. (ii) The uncertainty of 

load and generation is considered, and the total time is 24 

hours. (iii)The original NGO algorithm is improved and 

applied to the ODGA problem for comparison. (iv) 
High-penetration REDGs are optimally configured in the DS, 

which can significantly reduce carbon emissions. (v) PVs 

and WTs, regarded as REDGs, are optimally configured in 

the DS. The results are compared with the configuration of 

CGs to select the best solution for replacing CGs with 

REDGs. (vi) PV works not only at UPF as in previous 

literature but also at OPF according to the latest standard 

IEEE1547 [26], which is a novel study. 

The rest of the paper is structured as follows. Section II 

presents the mathematical expressions of the ODGA 

problem. Section III details the proposed INGO algorithm's 
definition and application steps and verifies the improved 

algorithm's effectiveness in four benchmark functions. In 

Section IV, the optimal configuration of DGs is performed 

under two different load and generation scenarios and 

simulated in 33-bus and 69-bus radial distributed networks 

(RDNs), respectively. Then the simulation results of all 

studied cases are compared to verify the effectiveness of the 

proposed optimization framework in solving the ODGA 

problem. Finally, the paper is summarized in Section V. 

II. PROBLEM FORMULATIONS 

The ODGA problem refers to the rational allocation of 

DG location, capacity, and power factor in the DS to make 

the whole DS operate in a stable and economic state. The 

ODGA problem contains several optimization objectives 

and system constraints. This section gives seven objective 

functions, including instantaneous active and reactive power 

loss, instantaneous voltage deviation, daily active and 

reactive energy loss, daily voltage deviation, and DG's 

penetration level. The constraints of the ODGA problem are 

described from three aspects: power balance constraints, 
DG's constraints, and voltage and current constraints. 

A. Objective functions 

The power system's active and reactive power loss is 

calculated as shown in (1) and (2). 

 
2
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{( ) }
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loss t i t i
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P I R
=

=    (1) 
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Q I X
=

=    (2) 

where, Ploss,t denotes the total active power loss of the 

system at time t in kW; Qloss,t denotes the total reactive 

power loss of the system at time t in kVAr; Ii,t denotes the 
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current value of the ith branch at time t in kA; NL is the total 

number of branches of the system, and Ri and Xi represent 

the resistance and reactance values of the ith branch in Ω, 

respectively. 

The active and reactive energy loss for period Δt is 

calculated using (3) and (4), respectively [34]. 

 ,P loss tEL P t=     (3) 

 ,Q loss tEL Q t=     (4) 

where, ELP is the active energy loss in kWh; ELQ is the 

reactive energy loss in kVArh. 

Considering the hourly load variation (Δt = 1 hour), the 

total daily active energy loss and total daily reactive energy 

loss are calculated as shown in (5) and (6). 
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where, DELP is the total daily active energy loss in kWh and 
DELQ is the total daily reactive energy loss in kVArh. 

The voltage deviation indicates how close each bus's 

actual voltage is to the system's nominal voltage, and the 

calculation formula is shown in (7). 

 

2

,

1

( )
NB

t

i t ref

i

VD V V
=

= −   (7) 

where, VDt denotes the voltage deviation of the system at 

moment t, NB denotes the total number of buses of the 

system, Vi,t denotes the voltage magnitude of bus i at 

moment t, and Vref denotes the voltage magnitude of the 

reference bus, which is set to 1 p.u here. 

The daily total voltage deviation (DVD), considering the 

average daily load variation, is calculated as shown in (8). 
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The formula for calculating DG's penetration level (pl) is 

shown in (9). 

 (%) 100DG

Load loss

S
pl

S S
= 

+
  (9) 

where, SDG denotes the apparent power generated by DG, 

SLoad denotes the apparent power of the total system load, 

and Sloss denotes the loss of apparent power of the system. 

The objective of the ODGA problem is to maximize the 

positive impacts and minimize the adverse effects on the 

power system. This paper's objective functions are 

minimizing instantaneous active power loss and daily active 

energy loss, as shown in (10) and (11). 

 
1 min( )lossOF P=   (10) 

 2 min( )POF DEL=   (11) 

B. Constraints 

a: Power balance constraints 

The total power generated in the power system is equal to 

the sum of the load's power and the lost power, and the 

expressions are shown in (12) and (13). 

 inf ,

1

DGN

eed DG i D loss

i

P P P P
=

+ = +   (12) 

 inf ,

1

DGN

eed DG i D loss

i

Q Q Q Q
=

+ = +   (13) 

where, NDG is the number of DGs; Pinfeed and Qinfeed are the 

active and reactive power injected into DS by the substation, 

respectively; PDG,i and QDG,i are the active and reactive 

power generated by the ith DG, respectively; PD and QD are 

the total active and reactive power of the load, respectively. 

b: Voltage and current constraints 

 0.9 . 1.05 . , 1,2, ,ip u V p u i NB      (14) 

 max, , 1,2, ,k kI I k NL =   (15) 

c: Constraints of DG 

The output power of each DG is limited by the load 

power of the test network, as shown in (16) and (17) [35]. 

 , ,max0 , 1,2, ,DG i Load DGP P i N      (16) 

 , ,max0 , 1,2, ,DG i Load DGQ Q i N      (17) 

The position of DG cannot be on the same bus and 
reference bus, defined as follows. 

 , ,2 DG i DG jL L NB     (18) 

where, LDG,i and LDG,j denote the location of the ith DG and 

jth DG, respectively. 

In the present study, the power factor of each DG is 

limited to between 0.8 and unity. 

 ,0.8 1, 1,2, ,DG i DGpf i N      (19) 

III. ALGORITHM IMPROVEMENT 

Meta-heuristic algorithms can provide sufficiently good 

solutions to large-scale optimization problems in an 

acceptable amount of time, especially when information is 

incomplete or computational power is limited. The 

population intelligence optimization algorithm belongs to 

one of the biological heuristics. Its outstanding feature is 

that it utilizes population intelligence to perform a 
collaborative search to find the optimal solution in the 

solution space. This paper uses the Northern Goshawk 

Optimization (NGO) algorithm to achieve the optimal 

allocation of DGs. 

A. Northern Goshawk Optimization (NGO) 

The Northern Goshawk Optimization (NGO) algorithm is 

a population optimization algorithm proposed in 2022 by 

Mohammad Dehghani [36]. The algorithm simulates the 

behaviour of the northern goshawk during hunting. The 

NGO algorithm divides the northern goshawk's hunting 

process into two phases: prey recognition with an attack 

(exploration phase) and pursuit with escape (exploitation 

phase). Balancing global exploration and local search stages 

can efficiently tackle practical engineering design 

optimization difficulties. 

a: NGO algorithm initialization process 

In the NGO algorithm, each individual in the population 

represents a solution to the problem. From a mathematical 

point of view, each individual is a vector, and the user 

should predefine the dimension of each vector (denoted as 

D). Its value should be equal to the value of the control 

variable. For example, to optimize the location, capacity, 

and power factor of 3 DGs, D should be set to 9. When the 

population size is set to N, the population matrix P is 

depicted as shown in (20). 

 1 2 1 2[ , , , ]; [ , , ]N i i i iDP X X X X x x x= =   (20) 

At the beginning of the algorithm, the 3 DGs are 

initialized with the first three parameters of each individual 

indicating the location of the DGs, the following three 

parameters indicating the capacity of the DGs, and the last 
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three parameters indicating the power factor of the DGs. 

b: Phase I: prey identification and attack (exploration) 

This phase performs a global search of the search space to 

determine the optimal region. The mathematical model of 
the first stage is shown in equations (21) to (23). 

 , 1,2, , , 1,2,..., 1, 1,...,i kP X i N k i i N= = = − +   (21) 
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  (22) 
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= 


  (23) 

where, Pi is the location of the kth northern goshawk's prey, 
FPi is its objective function value, and k is a random integer 

in the range [1, N]. Xi,new1 is the new position of the ith 

northern goshawk; xi,j,new1 is the new position of the jth 

dimension of the ith northern goshawk; Fi,new1 is the updated 

objective function value for the ith northern goshawk; Xi1 is 

the ith prey position determined by comparing the value of 

the objective function before and after the update of the ith 

individual; r is a random number in the range [0,1]; I is a 

random integer equal to 1 or 2. Random numbers r and I 

generate random NGO behaviours in the search and update. 

c: Phase II: chase and escape operation (exploitation) 

This phase demonstrates the local search capability of the 

NGO algorithm for the search space. Assuming that the 

local search is performed within a radius of R, (24) to (26) 

show the mathematical expressions of the second stage. 

 ( ), , 2 , ,2 1i j new i j i jx x R r x= + −   (24) 

 0.02 1
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= − 

 
  (25) 
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= 


  (26) 

where, t is the current iterations, and T is the maximum 

number of iterations. 

B. Improved Northern Goshawk Optimization (INGO) 

a: Improvement of the hunting process 

In the hunting process of the NGO algorithm, the prey 

location update relies on the current prey location, and the 

positive impact of the individual optimal site of the prey on 

the search capability of the algorithm is not considered. To 

improve the search performance of the algorithm, inspired 

by the particle swarm optimization algorithm, the individual 

optimal position Pbest is introduced into the NGO algorithm 

to update the position of the prey. 

 
, ,

, , 1

, ,

( * ),

( ),

i j i i j Pi i

i j new

i j i j i Pi i

Pbest r P I Pbest F F
x

Pbest r Pbest P F F

+ − 
= 

+ − 

  (27) 

 ( ), , 2 , ,2 1i j new i j i jx Pbest R r Pbest= + −   (28) 

where, Pbesti,j denotes the current optimal position of the jth 

dimension of the ith individual. 

b: Priority processing constraints method 

There are many control and state variables to deal with in 

this study, and it is challenging to ensure that all variables 

are within the constraints by simply comparing the 

magnitude of the objective function values. The prioritize 

constraints approach is developed to avoid having some 

variables outside the constraints, ensuring that the power 

system always functions in a steady state. The highest 

adoption priority is given to solutions that do not violate the 

constraints, a higher adoption priority is given to solutions 

that violate smaller constraints, and the lowest is given to 

solutions that violate the enormous constraints. The specific 

constraint-handling strategy is as follows. 

 

Parameter Setting:  

maxIteration(T) and population members(N)

Number of iterations:  i=1

Population initialization:  [site,size,pf]

Individual history optimal value:

Pbest=[min(F1),min(F2), ,min(FN)]

Global optimal value:  Gbest=min(Pbest)

start

end

INGO s Phase I

Constraint processing

Update Pbest and Gbest

INGO s Phase II

Update Pbest and Gbest

i<T?

i=i+1

Output Results:

Gbest,Ploss,Qloss,VD,Vmin

Constraint processing

N

Y

 
Fig. 1.  Flow diagram of INGO algorithm 

 

After updating the position, the jth control variable of the 

ith individual can be adjusted according to (29) if it is out of 

the constraint range. 

 

max max

, , , , , ,
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  (29) 

where, xi,j,new denotes the updated position of the jth control 

variable for the ith individual. 

The handling of state variables that violate the constraints 

differs from control variables, and the constraint priority is 

used to handle the non-conforming state variables. The 

methods are shown in (30). 
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= − 


 

  (30) 

where, ui,j,new denotes the jth state variable after the ith 
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individual position update, and ci,j,new represents the 

constraint value it violates. 

 , ,1, ,2, , ,i new i new i new i M newC c c c= + + +   (31) 

where, Ci,new denotes the sum of the state variable constraint 

violations after the ith individual position update, and M is 

the number of state variables whose constraints are violated. 
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  (32) 

where, Ci denotes the total value of the state variable 

constraint violation before the ith individual position update, 

Fi and Fi,new represent the objective function values before 

and after the position update, respectively, and Xi and Xi,new 

denote the positions before and after the update. 

The INGO algorithm is applied to the ODGA problem, 

and the simplified flow chart is shown in Fig. 1. 

C. Performance testing of algorithms 

Six benchmark functions are utilized to test the 

effectiveness and rationality of the proposed INGO 

algorithm, and the NGO algorithm and PSO algorithm are 

introduced as comparative experiments. The integrated 

parameter settings of the six benchmark functions are shown 

in TABLE I. The dimensionality of the control variables for 

the six test functions is 30, the number of populations is 50, 

and the maximum number of iterations is 500. Each 
algorithm is tested thirty times for various test functions, 

with the best outcome used for comparison. The 

convergence curves of the six tested functions are shown in 

Fig. 2. As shown in Fig. 2, the INGO algorithm's 

convergence speed and convergence accuracy are better than 

the other two algorithms among the six tested functions. 

TABLE II shows the experimental results of the three 

algorithms for the six tested functions. The experimental 

results show that the INGO algorithm obtains better 

solutions than the NGO and PSO algorithms. In summary, 

the improved algorithm proposed in this paper is effective 

and feasible. 

IV. EXPERIMENTATION AND ANALYSIS 

Two common RDNs, including the IEEE 33-bus and 

IEEE 69-bus, have been used to test the performance of the 

proposed INGO algorithm. Both test networks are applied to 

the model with constant or varied load and generation. Unity 

and optimal power factor scenarios are considered for the 

configuration study of DGs under each model. In the 

constant model，  to evaluate the effectiveness of the 

proposed INGO algorithm, the initial NGO algorithm is also 

applied to solve the same problem, and the results are 

compared. The INGO and NGO algorithms are tested 30 

times independently for each test case to obtain the best 
results. 

A. Case study 1: Constant load and generation 

a: The IEEE 33-bus network 

The first test network is the standard IEEE small-scale 

RDN with 33 buses and 32 branches. Fig. 3 displays a 

single-line diagram of the small DS. At peak load, the total 

active and reactive loads are 3.715 MW and 2.3 MVAr at the 

base values of 100 MVA and 12.66 kV, respectively. The test 

network's load and line data are provided in [37]. The active 
network loss and reactive network loss of the system 

without DG installation are 211 kW and 143.13 kVAr, 

respectively, according to the results of the tide calculation 

at peak load. Fig. 4 displays the voltage magnitude of each 

bus, and the system voltage deviation is 0.1338 p.u. Bus 18 

has the lowest voltage magnitude at 0.9038 p.u. 

 
TABLE I 

SIX BENCHMARKING FUNCTIONS AND PARAMETER SETTINGS 

Name Functions Value range 
Minimum 

value 

Sphere 
2

1 0
( )

D

ii
f x x

=
=   [-100, 100] 0 

Step 
2

2 0
( ) ( 0.5)

D

ii
f x x

=
= +  [-100, 100] 0 

Schwefel 
3 1 1
( )

DD

i ii i
f x x x

= =
= +   [-10, 10] 0 

Ackley 
1 2 1

1 1
0.2 cos 2

4 ( ) 20 20
D D

i ii i
D x D x

f x e e e


− −

= =
−     = −  − + +  

[-32, 32] 0 

Griewank 
2

5 1 1
( ) / 4000 cos( / ) 1

DD

i ii i
f x x x i

= =
= − +    [-600, 600] 0 

Rastrigin 
2

6 1
( ) [ 10cos(2 ) 10]

D

i ii
f x x x

=
= − +   [-5.12, 5.12] 0 

 
TABLE II 

THE FITNESS VALUES OF THREE ALGORITHMS IN BENCHMARKING FUNCTIONS 

Function 

name 

PSO NGO INGO 

Best Worst Mean Best Worst Mean Best Worst Mean 

Sphere 1.45E+03 2.93E+03 2.04E+03 3.7E-11 8.1E-10 2.4E-10 2.8E-64 2.7E-63 1.1E-63 

Step 1.18E+03 3.11E+03 1.94E+03 8.5E-07 3.7E-05 8.5E-06 3.72E-11 3.3E-10 1.09E-10 

Schwefel 2.98E+01 6.26E+01 4.01E+01 6.5E-07 4.4E-06 2E-06 4.7E-33 2.6E-32 1.2E-32 

Ackley 1.71E+01 2.01E+01 1.97E+01 2.4E-06 1.4E-05 5.5E-06 4.4E-15 7.99E-15 6.6E-15 

Griewank 1.44E+01 2.86E+01 2.14E+01 1.15E-10 4.2E-02 1.2E-02 0.00E+00 0.00E+00 0.00E+00 

Rastrigin 2.13E+02 2.97E+02 2.52E+02 3.48E+01 5.67E+01 4.71E+01 0.00E+00 0.00E+00 0.00E+00 
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1) Scenario I: DG with unity power factor (UPF) 

In this situation, it is assumed that the DGs supply only 

active power to the network and that their power factors are 

1.0. The locations and dimensions of DGs are optimized 

using INGO and NGO algorithms to minimize instantaneous 

active power loss. The iterative curves of active power loss 

obtained by the INGO and NGO algorithms are shown in 

Fig. 5. When different numbers of DGs are configured, the 
convergence speed of INGO is substantially faster than that 

of NGO. The convergence value of INGO is smaller, 

demonstrating the effectiveness of the improvement strategy 

proposed in this paper. 

The detailed information after the optimal configuration 

of different numbers of DGs using the proposed INGO 

algorithm is shown in TABLE III. This information includes 

the location and capacity of DGs, power loss Ploss and Qloss, 

active and reactive network loss reductions RPloss and RQloss, 

and indicators such as minimum voltage magnitude and 

voltage deviation of the system. When one, two, or three 
DGs are installed, the active network loss is reduced by 

47.4%, 58.7%, and 65.5%, respectively, while the reactive 

network loss is reduced by 42.9%, 58.2%, and 64.6%, 

respectively. The greater the number of DGs installed, the 

more significant the reduction in the system's power loss. In 

addition, installing DGs in the power system can also 

improve the voltage distribution of the system. The effects 

on the system voltage distribution after configuring 1, 2, and 

3 DGs with the INGO and NGO algorithms, respectively, 

are shown in Fig. 7. The bus voltage magnitudes for all 

configuration solutions in Fig. 7 are within the allowable 
range set in this paper, and the voltage distribution is 

significantly improved. The efficacy of INGO is verified by 

comparing it with the best solutions of DAPSO [38], BA 

[39], EGOA [40], and the original NGO, as shown in 

TABLE IV. When 1, 2, or 3 DGs are configured in the DS, 

the losses obtained by INGO are lower than those of the 

DAPSO, BA, EGOA, and original NGO approaches; this 

demonstrates the apparent advantage of the INGO algorithm 

in resolving the ODGA problem. 

2) Scenario II: DG with optimal power factor (OPF) 

Most current studies only use predetermined power 

factors for DG configuration optimization. They neglect 

how power variables of different DGs affect test network 

performance. Automatically finding the optimal power 

factor of the DG helps to further improve the performance 

metrics of the system compared to predetermining the power 

factor of the DG. Notably, thanks to recent technological 

advancements, DGs can operate in any power factor mode 
when inverters are connected, as demonstrated by the 

current standard IEEE 1547 [26]. For this Scenario, the 

researched DGs can inject both active and reactive power to 

RDN, matching the optimal power factor of DGs. 

The three control variables of DG location, capacity, and 

power factor are simultaneously optimized. The INGO and 

NGO algorithms configure one, two, and three DGs to 

minimize instantaneous active power loss. The system's 

active network loss convergence and voltage distribution are 

shown in Fig. 6 and Fig. 8, respectively. When more control 

variables are considered, INGO still converges faster than 
NGO, the convergence values are smaller, and the voltage 

distribution at each bus is more uniform, showing that the 

improved technique presented in this study is still effective. 

TABLE V shows the simulation results in Scenario II 

when the INGO algorithm is used to configure different 

numbers of DGs at the optimal power factor. The more DGs 

configured, the smaller the active and reactive network loss 

is, and the other metrics are further improved. Compared 

with the simulation results in Scenario I, the system's power 

loss and voltage deviation are minor when configured with 

the same number of DG with optimal power factor, as 
shown in Fig. 9. 

When one, two, and three DGs at optimal power factor 

are installed, the active network loss is reduced by 67.84%, 

86.11%, and 93.96%, and the reactive network loss is 

decreased by 61.69%, 85.26%, and 92.6%, respectively, 

with voltage deviations of 0.0163, 0.0016 and 0.0006, 

respectively. The minimum voltage magnitude has also 

increased significantly, from 0.9583 p.u with one DG to 

0.9916 p.u with three DGs. 

 

   

   
Fig. 2.  Convergence curves of the six test functions 
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TABLE III 

SIMULATION RESULTS OF INGO ALGORITHM FOR THE 33-BUS SYSTEM AT THE UNITY POWER FACTOR 
 No DG 1 DG 2 DGs 3 DGs 

DG size in kW 

(bus number) 
- 2590.25(6) 

851.5(13) 

1157.63(30) 

1053.7(30) 

1091.37(24) 

801.67(13) 

Ploss(kW) 211 111.03 87.17 72.79 

Qloss(kVAr) 143.13 81.71 59.81 50.68 

RPloss(%) - 47.4 58.7 65.5 

RQloss(%) - 42.9 58.2 64.6 

Vmin(p.u) 0.9038(18) 0.9424(18) 0.9685(33) 0.9687(33) 

VD(p.u) 0.1338 0.0377 0.017 0.0151 

Pinfeed(kW) 3926 1235.78 1793.04 841.05 

Qinfeed(kVAr) 2443.13 2381.71 2359.81 2350.68 

pl(%) - 57.47 44.9 66.1 

 

The comparison results with previous optimization 

algorithms are shown in TABLE VI. The algorithm 

suggested in this paper (INGO) has superior performance 

(more active network loss reduction) than the original NGO 

algorithm and other algorithms published in [41-45] for all 
situations of 1, 2, and 3 DGs integration. The algorithm 

performs better when the parameters of the controlled DGs 

are more, indicating that the algorithm also has significant 

advantages in solving complex ODGA problems with more 

control variables or more extensive search space. 

TABLE VII compares the mean and standard deviation of 

active power loss in the 33-bus system after 30 simulation 

experiments with the NGO and INGO algorithms. The 

INGO algorithm's mean and the standard deviation are 

better than the NGO algorithm's, demonstrating the 

effectiveness of the improved strategy. 
The magnitude of power injected into the system by 

substation and DGs, as well as the penetration level of DGs, 

are illustrated in Fig. 10 after configuring different power 

factors and varied numbers of DGs with the INGO 

algorithm. When the number of DGs connected to the DS is 

greater, or the DGs are running at the optimal power factor, 

the penetration level of the DGs increases. 

b: The IEEE 69-bus network 

The IEEE 69-bus network from [37] is utilized to test the 

efficacy of the proposed approach on a medium-sized RDN. 

The test network consists of 69 buses and 68 branches, and 

the network structure is shown in Fig. 11. The network has a 

rated voltage of 12.66 kV, a rated capacity of 100 MVA, and 

the total active and reactive loads are 3.792 MW, and 2.694 

MVAr, respectively. Without DG installation, the system's 

active and reactive power loss is 224.9 kW and 102.1 kVAr, 

respectively, with a voltage deviation of 0.0993 p.u. The 

voltage distribution of the system's buses is depicted in Fig. 

14, with the maximum voltage magnitude being 1.0 p.u at 
bus 1 and the minimum voltage magnitude being 0.9092 p.u 

at bus 65. 

1) Scenario I: DG with unity power factor (UPF) 

To minimize active power loss, the same INGO and NGO 

algorithms are employed to optimize the position and 

capacity of 1, 2, and 3 DGs, respectively. The convergence 

graph and voltage distribution diagram are shown in Fig. 12 

and Fig. 15, respectively. The convergence speed of INGO 

is still faster, and the convergence value is also smaller. The 

voltage distribution is more uniform and closer to 1 p.u, and 

the voltage magnitudes of all buses are within the range set 

in this paper. This indicated that the INGO algorithm is still 
effective in dealing with more complex ODGA problems. 

TABLE VIII displays the detailed results when the INGO 

algorithm is used to configure 1, 2, and 3 DGs in the IEEE 

69-bus test system, respectively, demonstrating a sensible 

configuration of DGs in the IEEE 69-bus system can 

significantly minimize active power loss. Similar to the 

results of the IEEE 33-bus system simulation, the more the 

number of configured DGs, the more significant the active 
and reactive network loss reduction, the greater the 

minimum voltage magnitude, and the smaller the voltage 

deviation. Installing one, two, or three DGs reduces active 

network loss by 63.01%, 64.81%, and 69.03%, respectively, 

and reactive network loss by 60.31%, 64.81%, and 65.67%. 

The minimum voltage is raised from 0.9092 to 0.9683, 

09789, and 0.979, while the voltage deviation is lowered 

from 0.0993 to 0.02, 0.006, and 0.0053, respectively. 

 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

19 20 21 22

23 24 25

26 27 28 29 30 31 32 33

 
Fig. 3.  Structure diagram of the 33-bus test system 

 

 

 
Fig. 4.  Initial voltage distribution diagram of the 33-bus system 
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TABLE IV 

COMPARISON OF THE RESULTS OF THE INGO ALGORITHM WITH OTHER ALGORITHMS FOR THE 33-BUS SYSTEM AT THE UNITY POWER FACTOR 

Scenario Algorithm 
DG size in kW(bus number) 

Ploss(kW) RPloss(%) 
DG1 DG2 DG3 

No DG - - - - 211 - 

1 DG 

INGO 2590.25(6) - - 111.03 47.38 

NGO 1695.98(7) - - 120.98 42.66 

DAPSO[38] 1212(8) - - 127.17 39.73 

BA[39] 816.3(15) - - 137.2 34.98 

EGOA[40] 902.9(17) - - 141.12 33.12 

2 DGs 

INGO 851.5(13) 1157.63(30) - 87.17 58.69 

NGO 1351.23(28) 804.53(13) - 89.04 57.8 

DAPSO[38] 1227(13) 738(32) - 95.93 54.54 

BA[39] 952.4(15) 952.4(25) - 112.88 46.5 

EGOA[40] 962.3(17) 184.5(18) - 128.56 39.07 

3 DGs 

INGO 1053.7(30) 1091.37(24) 801.67(13) 72.79 65.5 

NGO 995.29(30) 814.62(13) 1258.84(3) 78.63 62.73 

DAPSO[38] 681(10) 600(18) 719(31) 92.55 56.14 

BA[39] 816.3(15) 952.35(25) 952.35(30) 75.05 64.43 

EGOA[40] 674.81(17) 171.04(18) 1032.31(31) 87.31 58.62 

 

   
Fig. 5.  INGO and NGO convergence curves of the 33-bus system at the unity power factor 

 

   
Fig. 6.  INGO and NGO convergence curves of the 33-bus system at the optimal power factor 

 
TABLE V 

SIMULATION RESULTS OF INGO ALGORITHM FOR THE 33-BUS SYSTEM AT THE OPTIMAL POWER FACTOR 

 No DG 1 DG 2 DGs 3 DGs 

DG size in kW/pf 

(bus number) 
- 2558.51/0.82368(6) 

1240.43/0.8(30) 

819.03/0.883437(13) 

1048.85/0.883901(24) 

739.22/0.882599(14) 

1156.55/0.8(30) 

Ploss(kW) 211 67.87 29.31 12.74 

Qloss(kVAr) 143.13 54.84 29.1 10.58 

RPloss(%) - 67.84 86.11 93.96 

RQloss(%) - 61.69 85.26 92.6 

Vmin(p.u) 0.9038(18) 0.9583(18) 0.9804(25) 0.9916(8) 

VD(p.u) 0.1338 0.0163 0.0016 0.0006 

Pinfeed(kW) 3926 1224.36 1684.85 783.12 

Qinfeed(kVAr) 2443.13 593.46 964.39 494.47 

pl(%) - 69.71 56.03 78.88 

 

The comparison of the simulation results of the INGO 

algorithm with those of IA [43], CF-PSO [46], EA [47], 

AM-PSO [25], TLBO [48], and the original NGO algorithm 

is shown in TABLE IX. When configured with the same 

number of DGs, the active network loss of the INGO 
method suggested in this paper is lower than the active 

network loss of previous algorithms. 

2) Scenario II: DG with optimal power factor (OPF) 

When the power factor of DG is not predetermined, the 

INGO and NGO algorithms are used to optimize DG's 

location, capacity, and power factor simultaneously. The 
active power loss iteration curve is shown in Fig. 13. In the 

0 20 40 60 80 100
100

120

140

160

180

200

220

A
ct

iv
e 

p
o
w

er
 l

o
ss

(k
W

)

Iteration number(1 DG with UPF)

 INGO

 NGO

0 20 40 60 80 100

80

100

120

140

160

180

200

220

A
ct

iv
e 

p
o
w

er
 l

o
ss

(k
W

)

Iteration number(2 DGs with UPF)

 INGO

 NGO

89 90 91 92
84
86
88
90
92
94

0 20 40 60 80 100
60

80

100

120

140

160

180

200

220

A
ct

iv
e 

p
o

w
er

 l
o

ss
(k

W
)

Iteration number(3 DGs with UPF)

 INGO

 NGO

0 20 40 60 80 100

60

80

100

120

140

160

180

200

220

A
ct

iv
e 

p
o

w
er

 l
o

ss
(k

W
)

Iteration number(1 DG with OPF)

 INGO

 NGO

38 39 40 41
64
66
68
70
72
74
76

0 20 40 60 80 100
0

20
40
60
80

100
120
140
160
180
200
220

A
ct

iv
e 

p
o

w
er

 l
o

ss
(k

W
)

Iteration number(2 DGs with OPF)

 INGO

 NGO

40 41 42 43 44

28

32

36

40

44

0 20 40 60 80 100
0

20
40
60
80

100
120
140
160
180
200
220

A
ct

iv
e 

p
o
w

er
 l

o
ss

(k
W

)

Iteration number(3 DGs with OPF)

 INGO

 NGO

70 80 90

8
10
12
14
16
18
20
22

Engineering Letters, 31:2, EL_31_2_07

Volume 31, Issue 2: June 2023

 
______________________________________________________________________________________ 



medium-sized test network, increasing the dimensionality of 

the control variables, the INGO effect still outperforms the 

NGO algorithm, with faster convergence and lower active 

network loss. The impact of configuring different numbers 

of DGs using the INGO and NGO algorithms on system 

voltage distribution is demonstrated in Fig. 16. Although 

some buses have voltage magnitudes greater than 1 p.u, they 

are all within the range allowed in this paper. In this 

scenario, with the same number of DGs configured, the 

voltage distribution of INGO is still more uniform than 

NGO's. The more the number of DGs configured, the closer 

the voltage magnitude of each bus is to the reference voltage 

magnitude. 

 

 
Fig. 7.  Voltage distribution in the 33-bus system for different cases at the 

unity power factor 

 

 
Fig. 8.  Voltage distribution in the 33-bus system for different cases at the 

optimal power factor 

 

 
Fig. 9.  Power loss and voltage deviation in the 33-bus system after 

configuring different DGs using the INGO algorithm 

 
Fig. 10.  Power injected and DGs' penetration level after configuration of 

different DGs using INGO algorithm in the 33-bus system 
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Fig. 11.  Structure diagram of the 69-bus test system 
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TABLE VI 

COMPARISON OF THE RESULTS OF THE INGO ALGORITHM WITH OTHER ALGORITHMS FOR THE 33-BUS SYSTEM AT THE OPTIMAL POWER FACTOR 

Scenario Algorithm 
DG size in kW/power factor(bus number) 

Ploss(kW) RPloss(%) 
DG1 DG2 DG3 

No DG - - - - 211 - 

1 DG 

INGO 2558.51/0.8237(6) - - 67.87 67.84 

NGO 2581.2/0.8291(26) - - 71.65 66.04 

Analytical[41] 2215/0.8907(6) - - 69.01 67.29 

EPF[41] 2213/0.8907(6) - - 69 67.3 

HPSO[42] 1485.5/0.85(14) - - 112.8 46.54 

2 DGs 

INGO 1240.43/0.8(30) 819.03/0.8834(13) - 29.31 86.11 

NGO 985.83/0.8521(9) 1009.91/0.8037(30) - 33.16 84.28 

Analytical[41] 2215/0.8907(6) 1072/0.8907(28) - 55.85 73.53 

EPF[41] 2213/0.8907(6) 1069/0 .8907(28) - 55.73 73.59 

HPSO[42] 742.8/0.85(17) 742.8/0.85(31) - 52.72 75.01 

3 DGs 

INGO 1048.85/0.8839(24) 739.22/0.8826(14) 1156.55/0.8(30) 12.74 93.96 

NGO 1061.19/0.8(30) 809.19/0.8806(13) 943.53/0.8252(24) 13.31 93.69 

IA[43] 900.4/0.82(6) 629.8/0.82(14) 900.4/0.82(30) 22.29 89.44 

HHO[44] 913.05/0.85(12) 882.86/0.82(24) 1079.05/0.83(30) 14.94 92.92 

QODELFA[45] 758.28/0.866(13) 1027.3/0.866(24) 1213.9/0.866(30) 15.35 92.73 

 

   
Fig. 12.  INGO and NGO convergence curves of the 69-bus system at the unity power factor 

 

   
Fig. 13.  INGO and NGO convergence curves of the 69-bus system at the optimal power factor 

 

TABLE VII 

THE AVERAGE VALUE AND STANDARD DEVIATION OF THE PLOSS(KW) IN 

33-BUS SYSTEM 

case 
NGO INGO 

Mean(kW) Std Mean(kW) Std 

UPF 

1DG 122.89 0.712475 111.15 0.265411 

2DGs 90.27 0.923601 87.45 0.285795 

3DGs 79.24 0.697652 73.17 0.454712 

OPF 

1DG 72.01 0.804441 68.46 0.324112 

2DGs 34.26 0.726104 29.51 0.309415 

3DGs 14.52 0.891207 12.9 0.202265 

 

After configuring different DG numbers with the INGO 
algorithm, the detailed information is shown in TABLE X. 

Fig. 17 compares the power loss and voltage deviation in 

Scenarios I and II. Similar to the simulation results of the 

33-bus system, when the configured DGs emit both active 

and reactive power, the power loss of the system is reduced 

substantially, and the more the number of installed DGs, the 

smaller the loss. When 1, 2, and 3 DGs are installed at 

optimal power factor, the active network loss of the system 

is much less than the power loss incurred by installing the 

same number of DGs in Scenario I. The minimum voltage 

magnitudes and the voltage deviations are also substantial 
improvements compared to the data in Scenario I. 

TABLE XI compares the simulation results of the INGO 

algorithm's optimal configuration with those of other 

algorithms to validate its effectiveness in handling the 

high-dimensional ODGA problem in medium-sized test 

networks. The results of the INGO algorithm outperform the 

results of the IA [43], CF-PSO [46], HCF [49], EPF [41], 

and EA [47] algorithms in terms of active power loss 

reduction. In contrast, the performance of the original NGO 

algorithm is slightly inferior to that of the other compared 

algorithms, once again demonstrating the effectiveness of 

the improved strategy proposed in this paper. 
The magnitude of power injected into the system by 

substation and DGs and the penetration level of DGs are 

illustrated in Fig. 18 after configuring different power 
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factors and DG amounts using the INGO algorithm. The 

lower the total power pumped into the system by the 

substation and DGs, the higher the DG penetration level. 

B. Case study 2: Varied load and generation 

a: System load curve 

The hourly load variation considered in this study is 
shown in Fig. 19, where the vertical coordinate indicates the 

value of the load at that moment as a percentage of the peak 

load. This data is obtained by averaging the seasonal load 

variation curves described in [50]. 

b: Variation of DG generation 

Since hourly changes in sunlight intensity and wind speed 

will lead to changes in DG generation, the hourly output 
variation of PV and WT considered in this study is shown in 

Fig. 20, where the vertical coordinates indicate the actual 

generation of the generator at the current moment 

(normalized). The curve is plotted by averaging the seasonal 

output variation curves of both PV and WT described in 

[50]. 

c: The IEEE 33-bus network 

The daily active and reactive energy losses without DG 
installations are 1827.42 kWh and 1238.33 kVArh, 

respectively, based on the load curve depicted in Fig. 19. In 

contrast, the daily active and reactive energy injected from 

the substation is 56.02 MWh and 34.79 MVArh, respectively, 

with a DVD of 1.154. 

In this case, the locations, capacities, and power factors of 

three different types of DGs, including PVs, WTs, and CGs, 

are optimized simultaneously to minimize DELP, 

considering the generation variation of DGs and the load 

variation of the system. Assuming that the output of CG 

remains constant throughout the day, the normalized daily 

output power of PV and WT is shown in Fig. 20. 

The best choice for configuring the three types of DGs 

(including CGs, PVs, and WTs) with the INGO algorithm to 

reduce DELP is shown in TABLE XII. Both UPF and OPF 

cases are considered in the installation of all DGs. TABLE 

XIII compares the effects of the best options for allocating 
CGs, PVs, and WTs on the DS. The daily energy loss 

reduction of DS for all cases is shown in Fig. 21. 

 

 

 
Fig. 14.  Initial voltage distribution diagram of the 69-bus system 

 

 

TABLE VIII 

SIMULATION RESULTS OF INGO ALGORITHM FOR THE 69-BUS SYSTEM AT THE UNITY POWER FACTOR 

 No DG 1 DG 2 DGs 3 DGs 

DG size in kW 

(bus number) 
- 1872.65(61) 

531.17(17) 

1781.47(61) 

459.69(66) 

1726.93(61) 

399.28(18) 

Ploss(kW) 224.9 83.18 71.65 69.66 

Qloss(kVAr) 102.1 40.52 35.93 35.05 

RPloss(%) - 63.01 68.14 69.03 

RQloss(%) - 60.31 64.81 65.67 

Vmin(p.u) 0.9092(65) 0.9683(27) 0.9789(65) 0.979(65) 

VD(p.u) 0.0993 0.02 0.006 0.0053 

Pinfeed(kW) 4016.9 2002.53 1551.01 1275.76 

Qinfeed(kVAr) 2796.1 2734.52 2729.93 2729.05 

pl(%) - 39.48 48.88 54.69 

 

 
Fig. 15.  Voltage distribution in the 69-bus system for different cases at the unity power factor 
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Fig. 16.  Voltage distribution in the 69-bus system for different cases at the optimal power factor 

 

TABLE IX 

COMPARISON OF THE RESULTS OF THE INGO ALGORITHM WITH OTHER ALGORITHMS FOR THE 69-BUS SYSTEM AT THE UNITY POWER FACTOR 

Scenario Algorithm 
DG size in kW(bus nuber) 

Ploss(kW) RPloss(%) 
DG1 DG2 DG3 

No DG - - - - 224.9 - 

1 DG 

INGO 1872.65(61) - - 83.18 63.015 

NGO 1614.85(61) - - 85.54 61.965 

IA[43] 1900(61) - - 83.24 62.992 

CF-PSO[46] 1806.2(61) - - 83.37 62.93 

EA[47] 1878(61) - - 83.23 62.987 

2 DGs 

INGO 531.17(17) 1781.47(61) - 71.65 68.141 

NGO 426.13(14) 1637.99(62) - 75.2 66.563 

IA[43] 510(17) 1700(61) - 71.95 68.008 

CF-PSO[46] 511(17) 1806.2(61) - 71.71 68.115 

AM-PSO[25] 520(17) 1720(61) - 71.8 68.075 

3 DGs 

INGO 459.69(66) 1726.93(61) 399.28(18) 69.66 69.026 

NGO 1722.06(61) 407.38(16) 192.02(13) 71.02 68.422 

IA[43] 1700(61) 510(17) 340(11) 69.96 68.893 

CF-PSO[46] 1806.2(61) 511(17) 719(50) 70.19 68.791 

TLBO[48] 1160.1(62) 990.1(61) 1013.4(13) 82.17 63.464 

 

TABLE X 

SIMULATION RESULTS OF INGO ALGORITHM FOR THE 69-BUS SYSTEM AT THE OPTIMAL POWER FACTOR 

 No DG 1 DG 2 DGs 3 DGs 

DG size in kW/pf 

(bus number) 
- 1828.41/0.8149(61) 

1734.68/0.8139(61) 

522.04/0.8283(17) 

1672.89/0.8138(61) 

380.1/0.8346(18) 

501.69/0.8145(11) 

Ploss(kW) 224.9 23.14 7.19 4.26 

Qloss(kVAr) 102.1 14.36 8.04 6.75 

RPloss(%) - 89.71 96.8 98.11 

RQloss(%) - 85.94 92.13 93.39 

Vmin(p.u) 0.9092(65) 0.9725(27) 0.99426(50) 0.99427(50) 

VD(p.u) 0.0993 0.0118 0.0004 0.0001 

Pinfeed(kW) 4016.9 1986.73 1542.47 1241.58 

Qinfeed(kVAr) 2796.1 1407.85 1110.48 897.72 

pl(%) - 47.96 59.23 67.12 

The reasonable allocation of all three DG types in the 

system can lower the daily energy loss. The more DGs 

installed, the smaller the daily active and reactive energy 

loss. When three CGs, PVs, and WTs are configured, and all 

three DGs are at unity power factor, the DELP is decreased 

by 62.34%, 35.19%, and 60.62%, respectively, from 

1827.42 kWh to 688.14 kWh, 1184.44 kWh, and 719.67 

kWh. The DELP after installing PV is the greatest compared 

to the other two types of generators. The DELP after 
installing WTs is slightly higher than the DELP after 

installing CGs, and both are significantly reduced. When the 

power factor of all three generators is optimal, the daily 

energy loss is further reduced. When three CGs, PVs, and 

WTs are installed, the DELP drops to 166.58kWh, 

891.29kWh, and 214.44kWh, respectively. The reduction is 

90.88%, 51.23%, and 88.27%, respectively, and the energy 

loss of CGs and WTs is still much less than that of PVs. 

Because PVs are not generating electricity for 11 hours out 

of 24 hours a day, while CGs and WTs generate electricity 

every hour. The difference between the CGs and WTs is that 

the energy generated by the former is fixed each hour, while 

the latter is variable each hour. Although the CG is better 
than the WT, the DELP difference is insignificant. WTs 

outperform PVs when REDGs replace CGs and reduce 

DELP. 

Fig. 22 demonstrates the hourly active power loss over a 
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day for DGs configured with various amounts, power factors, 

and types. Due to high light intensity from 8:00 to 16:00, PV 

installation outperformed WT. The CG has the lowest 

energy loss practically all hours. However, the total energy 

loss after installing CGs is about the same as WTs, and the 

hourly energy loss curves almost overlap. 

Fig. 23 shows the voltage deviation for each hour of the 

day for different configuration scenarios. The voltage 

deviation of CGs is lower than that of WTs in all periods, 

and the higher the number of CGs, the lower the voltage 

deviation. For both WTs and PVs, PVs are the best and even 

better than CGs from 8:00 to 16:00, but the total voltage 

deviation is lower for WTs. 

 

 
Fig. 17.  Power loss and voltage deviation in the 69-bus system after 

configuring different DGs using the INGO algorithm 

 
Fig. 18.  Injected power and DGs' penetration levels after configuration of 

different DGs using INGO algorithm in the 69-bus system 

 

 

TABLE XI 

COMPARISON OF THE RESULTS OF THE INGO ALGORITHM WITH OTHER ALGORITHMS FOR THE 69-BUS SYSTEM AT THE OPTIMAL POWER FACTOR 

Scenario Algorithm 
DG size in kW/power factor(bus number) 

Ploss(kW) RPloss(%) 
DG1 DG2 DG3 

No DG - - - - 224.9 - 

1 DG 

INGO 1828.41/0.8149(61) - - 23.14 89.71 

NGO 1584.59/0.8256(61) - - 26.79 88.088 

IA[43] 2243/0.82(61) - - 23.18 89.693 

CF-PSO[46] 2207/0.8241(61) - - 23.26 89.658 

HCF[49] 2300/0.85(61) - - 23.98 89.337 

2 DGs 

INGO 1734.68/0.8139(61) 522.04/0.8283(17) - 7.19 96.803 

NGO 1802.8/0.8739(61) 787.01/0.8888(18) - 12.1 94.62 

IA[43] 2195/0.82(61) 659/0.82(17) - 7.41 96.705 

CF-PSO[46] 2107.5/0.8272(61) 641.6/0.8161(17) - 7.31 96.75 

EPF[41] 1571/0.82(61) 775/0.82(49) - 21.63 90.382 

3 DGs 

INGO 1672.89/0.8138(61) 380.1/0.8346(18) 501.69/0.8145(11) 4.26 98.106 

NGO 530.29/0.8293(17) 1694.55/0.8209(61) 452.1/0.8348(9) 5.52 97.546 

IA[43] 2073/0.82(61) 622/0.82(17) 829/0.82(50) 5.07 97.746 

CF-PSO[46] 2086/0.8318(61) 613.4/0.8279(18) 845.4/0.8276(50) 5.17 97.701 

EA[47] 548/0.82(11) 380/0.83(18) 1733/0.82(61) 4.48 98.008 

 

 

 
Fig. 19.  Hourly load curve 

 
Fig. 20.  Hourly output curves of PV and WT 
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TABLE XII 

OPTIMAL CONFIGURATION SCHEME FOR DGS IN 33-BUS SYSTEM (INCLUDING CGS, PVS, AND WTS) 

 

CG PV WT 

DG size in kW 

(bus number) 
pf 

DG size in kW 

(bus number) 
pf 

DG size in kW 

(bus number) 
pf 

1 DG 
UPF 1542.45(6) 1 2537.25(6) 1 3677.85(6) 1 

OPF 1531.79(6) 0.824 2522.08(6) 0.8239 3677.85(26) 0.8502 

2 DGs 

UPF 
698.71(30) 

516.3(13) 

1 

1 

848.12(13) 

1147.63(30) 

1 

1 

1874.26(30) 

1384.95(13) 

1 

1 

OPF 
497.84(13) 

753.93(30) 

0.8838 

0.8 

820.04(13) 

1240.91(30) 

0.8836 

0.8 

1335.5(13) 

2022.47(30) 

0.8838 

0.8 

3 DGs 

UPF 

642.81(30) 

661.23(24) 

468.11(14) 

1 

1 

1 

798.58(13) 

1044(30) 

1079.56(24) 

1 

1 

1 

1183.9(14) 

941.63(25) 

1552.21(30) 

1 

1 

1 

OPF 

637.08(24) 

703.79(30) 

450.07(14) 

0.884 

0.8 

0.8829 

1158.08(30) 

1044.4(24) 

741.13(14) 

0.8 

0.884 

0.8827 

850.6(25) 

1702.73(30) 

1124.44(14) 

0.9048 

0.8 

0.8824 

 

 
Fig. 21.  Percentage reduction in daily energy loss for all configuration cases in the 33-bus system 

 
Fig. 24 depicts the substation's and DG's relative injected 

energy and penetration levels. The greater the number of 

DGs installed, the lesser the sum of energy injected by the 

substation and DGs. Under the same conditions, the total 

energy injected by the substation and DGs following the 

installation of CGs in the DS is the least, and the DG 

penetration levels are the highest. On the contrary, the total 

energy input after installing PVs is the highest, while DG 

penetration is the lowest. The distinctions between CGs and 

WTs are minor. When operating at the optimal power factor, 

the total energy injected by the substation and DGs is 

reduced further, and the penetration level of DGs is 
increased. The installation of WTs is also preferable to PVs 

to reduce the total energy injection into the system and 

increase the DG's penetration level. 

d: The IEEE 69-bus network 

In this study, to verify the effectiveness of the proposed 

optimization framework in solving the dynamic OADG 

problem in a more extensive test system, we also configured 
different numbers of CGs, PVs, and WTs in the 69-bus RDN. 

The same load profile and generator output curve as in the 

33-bus RDN were used to minimize the system's active 

power loss throughout the day. Without the installation of 

DGs, the DELP of the system is 1936.65 kWh, and the DELQ 

is 882.55 kVArh. The active energy injected into the system 

by the substation is 57.247 MWh, and the reactive energy is 

40.183 MVArh. 

TABLE XIV shows the optimal solutions for configuring 

three different types of DGs (CGs, PVs, and WTs) using the 

INGO algorithm, where the UPF and OPF are considered 

for all DGs. TABLE XV displays the system performance 

indicators following the configuration of three different DGs, 

including energy loss, voltage deviation, energy injection, 

and penetration level. Fig. 25 shows the percentage 

reduction in all-day energy loss under different setup 

scenarios. Fig. 25 and TABLE XV demonstrate that energy 

loss is reduced after using the INGO method to configure 

three distinct DG types in the 69-bus test system. Among 

them, configuring CGs has the best effect, configuring WTs 

has a slightly poorer effect than configuring CGs, and 

configuring PVs has the most impoverished effect. After 
taking into account the influence of the OPF, the system's 

energy loss reduction is further increased, and the more DGs 

that are installed, the better the result. When three CGs, PVs, 

and WTs are configured with optimal power factors, active 

energy loss is decreased by 1842.75kWh, 1038.77kWh, and 

1834.83kWh, by 95.15%, 53.64%, and 94.74%. The active 

energy loss is only decreased by 59.49%, 33.64%, and 59.44% 

when only one DG with a unity power factor is specified. 

Fig. 26 and Fig. 27 represent the active power loss and 

voltage deviation in the 69-bus test system at various times 

of the day after configuring different numbers, different 
power factors, and different types of DGs. According to Fig. 

26, although the power loss is lowest most of the time after 

the installation of CGs, the difference with the loss after the 

building of WTs is relatively tiny. When only 1 or 2 DGs are 

installed, the loss curves of CGs and WTs almost coincide, 

and only at certain moments is the value of CGs slightly 
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lower than that of WTs. As seen in Fig. 27, the total voltage 

deviation after the installation of CGs is also the smallest 

but not much different from that after WTs installation. In 

addition, from the three graphs, we also found that although 

the overall effect is worse after the installation of PVs, in the 

period of eight in the morning to four in the afternoon, the 

installation of PVs is not weaker than the other two DGs, or 

even better performance. During these hours, the active 
power losses of the system with PVs installation were lower 

than those with WTs installation, and the voltage deviation 

with PVs installation was lower than those with the other 

two DGs. 

Fig. 28 depicts the DG, substation energy injection, and 

DG penetration level for all configuration cases in the 

69-bus test system. According to Fig. 28, the bigger the 

number of installations for the same type of DGs, the lower 

the total energy injected into the system by DGs and 

substations, and the higher the penetration level of DGs. For 

different types of DGs, when the number of installations is 

the same, the penetration level after installing CGs is the 

highest, and the penetration level after installing PVs is the 

lowest. 
When the effect of the optimal power factor is added, the 

penetration level of the DG is further increased. When three 

CGs with optimal power factor were installed, the 

penetration level of the CGs reached 67.14%. In contrast, 

when the power factor was 1, the penetration level of three 

CGs was only 46.59%. 

 

   

   
Fig. 22.  Comparison of hourly active power loss in all configuration cases in the 33-bus system 

 

   

   
Fig. 23.  Comparison of hourly voltage deviation in all configuration cases in the 33-bus system 
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TABLE XIII 

IMPACT OF THE OPTIMAL CONFIGURATION OF DIFFERENT DGS ON THE 33-BUS SYSTEM 

DG 

number 
pf 

Energy loss 
DVD 

Energy from DG Energy from Substation 

kWh kVArh MWh MVArh pl(%) MWh MVArh pl(%) 

No DG - 1827.42 1238.33 1.154 - - - 56.02 34.79 100 

1 CG 
UPF 1013.67 742.41 0.366 37.02 - 48.82 18.18 34.29 51.18 

OPF 648.49 516.36 0.181 36.76 25.28 68.95 18.07 8.78 31.05 

2 CGs 
UPF 811.37 556.25 0.182 29.16 - 40.53 25.84 34.1 59.47 

OPF 311.73 222.22 0.048 30.04 19.9 56.17 24.46 13.87 43.83 

3 CGs 
UPF 688.14 478.21 0.167 42.53 - 54.02 12.35 34.03 45.98 

OPF 166.58 130.11 0.039 42.98 26.5 78.96 11.37 7.18 21.04 

1 PV 
UPF 1367.1 957.45 0.708 18.43 - 26.67 37.12 34.51 73.33 

OPF 1161.23 829.97 0.604 18.32 12.6 34.1 37.03 21.78 65.9 

2 PVs 
UPF 1253.62 853.04 0.606 14.5 - 21.33 40.94 34.4 78.67 

OPF 972.41 665.07 0.53 14.97 9.92 27.66 40.19 24.3 72.34 

3 PVs 
UPF 1184.44 809.07 0.597 21.23 - 30.47 34.14 34.36 69.53 

OPF 891.29 613.53 0.525 21.39 13.19 38.77 33.69 20.97 61.23 

1 WT 
UPF 1023.89 745.89 0.428 32.87 - 44.54 22.34 34.29 55.46 

OPF 671.18 525.95 0.237 32.87 20.35 59.86 21.99 13.73 40.14 

2 WTs 
UPF 812.11 556.74 0.183 29.13 - 40.49 25.87 34.11 59.51 

OPF 312.82 222.96 0.048 30 19.87 56.1 24.49 13.9 43.9 

3 WTs 
UPF 719.67 492.99 0.228 32.87 - 44.77 22.04 34.04 55.23 

OPF 214.44 153.64 0.065 32.87 20.35 60.41 21.54 13.35 39.59 

 

 
Fig. 24.  Energy injection and DG penetration level for all cases in the 33-bus system 

 

TABLE XIV 

OPTIMAL CONFIGURATION SCHEME FOR DGS IN 69-BUS SYSTEM INCLUDING CGS, PVS, AND WTS) 

 

CG PV WT 

DG size in kW 

(bus number) 
pf 

DG size in kW 

(bus number) 
pf 

DG size in kW 

(bus number) 
pf 

1 DG 
UPF 1130.89(61) 1 1859.82(61) 1 3033.57(61) 1 

OPF 1114.43(61) 0.8149 1834.75(61) 0.8152 2989.54(61) 0.8149 

2 DGs 

UPF 
320.6(17) 

1076.29(61) 

1 

1 

526.39(17) 

1769.8(61) 

1 

1 

859.99(17) 

2887.12(61) 

1 

1 

OPF 
317.27(17) 

1058.87(61) 

0.8282 

0.814 

520.83(17) 

1742.7(61) 

0.8283 

0.8142 

851.07(17) 

2840.48(61) 

0.8282 

0.814 

3 DGs 

UPF 

312(11) 

231.192(18) 

1039.092(61) 

1 

1 

1 

514.007(11) 

378.766(18) 

1709.281(61) 

1 

1 

1 

527.883(12) 

509.828(21) 

2716.138(61) 

1 

1 

1 

OPF 

300.279(11) 

230.696(18) 

1022.433(61) 

0.8137 

0.8332 

0.814 

491.368(11) 

378.898(18) 

1682.684(61) 

0.8142 

0.8329 

0.8142 

539.316(12) 

532.017(21) 

2682.494(61) 

0.8013 

0.8359 

0.8139 

 

The results show that, under constant or variable load and 
generation, the INGO algorithm proposed in this paper to 

allocate different DG types and power factors can 

effectively reduce the system's instantaneous power loss, 

daily energy loss, and voltage deviation, as well as improve 

the voltage distribution. In all cases, the results of the 

optimal configuration of the INGO algorithm proposed in 
this paper outperform the best results of the other compared 

algorithms. When replacing CGs with REDGs, PVs are less 

effective if the experiment time is 24 hours. The 

performance of WTs is not much different from CGs, so 

WTs can be chosen as REDGs to reduce carbon emissions.
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Fig. 25.  Percentage reduction in daily energy loss for all configuration cases in the 69-bus system 

 

   

   
Fig. 26.  Comparison of hourly active power loss in all configuration cases in the 69-bus system 

 

TABLE XV 

IMPACT OF THE OPTIMAL CONFIGURATION OF DIFFERENT DGS ON THE 69-BUS SYSTEM 

DG 

number 
pf 

Energy loss 
DVD 

Energy from DG Energy from Substation 

kWh kVArh MWh MVArh pl(%) MWh MVArh pl(%) 

No DG - 1936.65 882.55 0.857 - - - 57.247 40.183 100 

1 CG 
UPF 784.63 381.03 0.201 27.14 - 35.59 28.954 39.681 64.41 

OPF 258.94 152.01 0.128 26.75 19.03 48.17 28.819 20.422 51.83 

2 CGs 
UPF 686.09 341.89 0.08 33.53 - 42.39 22.466 39.642 57.61 

OPF 119.76 96.79 0.029 33.03 23.29 59.43 22.4 16.107 40.57 

3 CGs 
UPF 667.38 333.73 0.072 37.97 - 46.59 18.007 39.634 53.41 

OPF 93.9 85.47 0.026 37.28 26.33 67.14 18.124 13.055 32.86 

1 PV 
UPF 1285.07 598.93 0.487 13.51 - 18.7 43.085 39.899 81.3 

OPF 990.14 470.4 0.446 13.33 9.47 23.72 42.97 30.3 76.28 

2 PVs 
UPF 1229.73 576.95 0.419 16.68 - 22.83 39.86 39.877 77.17 

OPF 912.26 439.54 0.39 16.45 11.59 29.23 39.772 28.15 70.77 

3 PVs 
UPF 1219.19 572.36 0.415 18.9 - 25.64 37.629 39.872 74.36 

OPF 897.88 433.27 0.389 18.55 13.1 32.99 37.658 26.633 67.01 

1 WT 
UPF 785.45 381.39 0.201 27.11 - 35.55 28.985 39.681 64.45 

OPF 260.14 152.53 0.129 26.72 19 48.11 28.85 20.453 51.89 

2 WTs 
UPF 686.99 342.28 0.081 33.49 - 42.35 22.507 39.642 57.65 

OPF 121.06 97.35 0.029 32.99 23.26 59.36 22.441 16.137 40.64 

3 WTs 
UPF 675.38 338.29 0.095 33.548 - 42.41 22.437 39.638 57.59 

OPF 101.81 90.28 0.031 33.546 23.83 60.52 21.866 15.56 39.48 

1CG 1PV 1WT 2CGs 2PVs 2WTs 3CGs 3PVs 3WTs 1CG 1PV 1WT 2CGs 2PVs 2WTs 3CGs 3PVs 3WTs

Unity power factor Optimal power factor
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Fig. 27.  Comparison of hourly voltage deviation in all configuration cases in the 69-bus system 

 

 
Fig. 28.  Energy injection and DG penetration level for all cases in the 69-bus system 

 

V. CONCLUSION 

In this study, an INGO algorithm is proposed to 

simultaneously optimize the DGs' locations, capacities, and 
power factors in the DS to minimize instantaneous power 

loss, daily energy loss, and voltage deviation and improve 

penetration levels of REDGs and the voltage distribution. 

The following are the main conclusions drawn from this 

study. 

Constant load and generation: For both the 33-bus and 

69-bus RDNs, the simulation results of the INGO algorithm 

outperform the simulation results of the original NGO 

algorithm and other comparative literature, proving the 

effectiveness and stability of the INGO algorithm proposed 

in this paper. The DG running at optimal power factor gives 
better optimization results than the DG running at unity 

power factor, and the DG has a higher penetration level. The 

greater the number of DGs configured, the more significant 

the reduction in power loss and voltage deviation, and the 

more uniform the voltage distribution. The power loss 

reduction percentage in the 69-bus RDN is more significant 

than that in the 33-bus RDN, which indicates that the INGO 

algorithm has a more considerable advantage in solving 

ODGA problems with more control variables or more 
extensive search space. 

Varied load and generation: The greater the number of 

DGs installed in the 33-bus and 69-bus test systems, the 

smaller the energy losses throughout the day. When the 

generators were at OPF, energy losses were even lower. In 

the 33-bus system, the DELP was reduced by 90.88%, 

51.23%, and 88.27% when installing three CGs, PVs, and 

WTs operating at OPF, respectively. In the 69-bus system, 

the DELP was reduced by 95.15%, 53.64%, and 94.74%, 

respectively. It proves that the optimization framework 

proposed in this paper also has apparent advantages in 

solving the dynamic ODGA problem. The more complex the 
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dynamic model is, the better the results are. WTs 

significantly outperform PVs in reducing all-day energy 

losses and voltage deviations, with very little difference 

from CGs. However, if we consider only the period of high 

light intensity, from 8:00 to 16:00, PVs outperform WTs, 

even with lower voltage deviation than CGs. If the period 

under consideration is 24 hours, WTs can be chosen instead 

of CGs to reduce energy loss and carbon emissions 
throughout the day. If the period under consideration is from 

8:00 to 16:00, PVs should be selected as REDGs. 

The results show that the locations, capacities, power 

factors, and types of DGs are essential in the optimal 

configuration of DGs. If allocated properly, they can 

significantly reduce the instantaneous power loss, daily 

energy loss, and voltage deviation of the system, mitigate 

the greenhouse effect, and improve the system's voltage 

distribution and reliability. 
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