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Abstract—An efficient and easy-to-implement second-order
Strang splitting approach is mainly applied to study the scalar
Allen-Cahn (AC) equation in this paper. Base on the idea of
dimensional splitting, a new time dependent function (called
exponential integrating factor) is introduced for the scalar AC
equation. Then we propose the Strang splitting approach which
is aim to decompose the original equation into linear part and
nonlinear part. In particular, the explicit 2-stage strong stability
preserving Runge-Kutta(SSP-RK2) method is employed for the
nonlinear part. Furthermore, we rigorously demonstrate the
maximum principle, energy stability and convergence of the
proposed scheme. Various numerical simulations in 2D and 3D
are presented to confirm the validity of the proposed method.

Index Terms—Strang splitting, Exponential integrating fac-
tor, Maximum principle, Energy stability, Convergence.

I. Introduction

IN this paper, we mainly focus on the following scalar AC
equation[1]

∂tu = ε2∆u − f (u), (t, x) ∈ (0,∞) ×Ω
F′(u) = f (u),

u
∣∣∣
t=0 = u0,

(1)

where u is a real-valued function, ε2 is the mobility coeffi-
cient, and F(u) = 1

4 (u2 − 1)2 means the standard double po-
tential. It is well known that the scalar Allen-Cahn equation
can be regarded as the L2-gradient flow of the free energy
function E(u),

E(u) =
∫
Ω

(
ε2

2
|∇u|2 + F(u)

)
dx, (2)

and for smooth solutions of the equation (1), it is easy to
obtain the total energy E(u) is non-increasing in time, i.e.,
d
dt E(u) ≤ 0.

Up to now, there have been great deal of researches on
both numerical and mathematical analysis aspects for the
scalar AC equation[3], [19]. Du et.al proposed integrating

Manuscript received August 8, 2022; revised January 19, 2023. This
work was supported in part by the the NSF of China (No. 11861054),
Natural Science Foundation of Guangxi (No. 2020GXNSFAA297223),
English curriculum construction project of Guangxi Normal University (No.
2021XJQYW04)

Chunya Wu is a graduate student of the Guangxi Normal University,
Guilin Guangxi 541000, P.R. China (e-mail:chunyawu00@stu.gxnu.edu.cn).

Yuting Zhang is a graduate student of the Guangxi Normal University,
Guilin Guangxi 541000, P.R. China (e-mail:zhangyuting@stu.gxnu.edu.cn‘).

Danchen Zhu is a graduate student of the Guangxi Normal University,
Guilin Guangxi 541000, P.R. China (e-mail:zhudanchen@stu.gxnu.edu.cn).

Ying Ye is a graduate student of the Guangxi Normal University, Guilin
Guangxi 541000, P.R. China (e-mail:yeying@stu.gxnu.edu.cn).
∗Lingzhi Qian is an associate professor of the College of Mathematics

and Statistics in Guangxi Normal University, Guilin 541006, P.R. Chi-
na(corresponding author, e-mail: qianlz@mailbox.gxnu.edu.cn).

factor Runge-Kutta method to solve a few classical semi-
parabolic equations, and proved the maximum principle pre-
serving and energy stability of the presented scheme[6]. Shen
et.al considered the maximum principle preserving of the
implicit-explicit scheme for the generalized AC equation[9].
Zhang et.al provided and analyzed a class of up to fourth
order maximum principle preserving integrators for the AC
equation[21]. In addition, many approaches have been done
for solving the scalar AC equation, such as implicit or explic-
it scheme[16], exponential time difference(ETD) scheme[4]
, scalar auxiliary variables(SAV) approach[10], and Strang
splitting method[5], [7], [8], [11], [12], [13], [14], [15],
[17], [18], [20] etc. In this paper, we mainly consider the
Strang splitting to solve the scalar AC equation. The Strang
splitting is a typical operator splitting method, which mainly
decompose the complex original problem into two simple
sub-problems, so as to making the problem easier and more
effective. The standard form of Strang splitting method is
given by

un+1 = SL(
τ

2
)SN(τ)SL(

τ

2
)un, (3)

where τ > 0 is the time step, SL and SN denote the linear
part and nonlinear part, respectively.

However, to the best of our knowledge, there is limited
work for the Strang splitting method with exponential in-
tegrating factor for the scalar AC equation. What is more,
because of the high dimensionality, stiffness of the diffusion
and reaction terms and nonlinearity of the function F(u),
the numerical study of the AC equation is still challenging.
In addition, if the initial data is not smooth enough or
incompatible with the boundary value, spurious oscillations
in the numerical solution might occur. Therefore, in this
paper, we adopt the idea of dimensional splitting to incor-
porate the exponential integrating factor[2]. And in order
to establish an effective and easy-to-implement second-order
scheme for solving the scalar AC equation in 2D and 3D,
we employ the second order central finite difference method
for spatial discretization and the Strang splitting approach
for temporal discretization. The most important purpose of
using the Strang splitting is to divide the original problem
into the linear part and nonlinear part. The nonlinear part
mainly is solved by SSP-RK2 approach and the linear part
is solved analytically. In addition, the maximum principle,
energy stability and convergence of the presented scheme are
proved. In the last but no least, through the aid of numerical
simulations in 2D and 3D, we verify our theoretical results
and illustrate the effectiveness of the presented scheme.

The rest part of this paper is organized as follows. In
Section II, we illustrate how the problem is discretized

Engineering Letters, 31:2, EL_31_2_16

Volume 31, Issue 2: June 2023

 
______________________________________________________________________________________ 



in time, and how to use the exponential integrating factor
approach for the multidimensional AC equation. In Section
III, the maximum principle, energy stability and convergence
are studied for this method. Various numerical experiments in
2D and 3D are performed by Section IV. Finally, conclusions
are given in Section V.

II. An effective and easy-to-implement second-order scheme

A. The exponential integrating factor method

For the equation (1), we can approximate the operator
L = −ε2∆ with periodic, Neumann or Dirichlet conditions in
multi-dimension. Let h be an equidistant grid size, p denotes
the number of spatial grid points along each direction and Ip

is an identity matrix. Then

Lp = −
ε2

h2



−2 b c
1 −2 1
. . .

. . .
. . .

1 −2 1
c b −2


(4)

When b = 1, c = 0 or c = 1, the matrix (4) is corre-
sponding the homogeneous Dirichlet and periodic boundary
conditions, respectively. When c = 0, b = 2, the matrix
(4) is corresponding the homogeneous Neumann condition.
Therefore, we can conclude that:
In 1D case, the approximation of L is derived from L = L1
with L1 = Lp.
In 2D case, L is given by L = L1 + L2 with L1 = Ip ⊗ Lp and
L2 = Lp ⊗ Ip.
Similarly, in 3D case, L = L1+L2+L3 with L1 = Ip⊗ Ip⊗Lp,
L2 = Ip ⊗ Lp ⊗ Ip and L3 = Lp ⊗ Ip ⊗ Ip.
Remark 1: We can easily extend to higher dimensions
L =

∑d
i=1 Li with

Li = Ip ⊗ · · · Ip︸     ︷︷     ︸
(d−i)times

⊗ Lp︸︷︷︸
pos(d−i+1)

⊗ Ip ⊗ · · · ⊗ Ip︸        ︷︷        ︸
(i−1)times

(5)

Then, the equation (1) can be rewritten as

∂tU + LU = N(U), (6)

where N(U) = − f (U).
Now, a new time dependent function with exponential

integrating factor of the form W = eL1tU is given. We first
consider the 2D case L = L1 + L2 for the equation (6). The
derivative with respect to time t of W is

Wt = eL1tUt + L1eL1tU. (7)

Then, according to the equation (7) and following that L1
and eL1t commute, we derive

Wt = eL1tN(e−L1tW) − L2W, (8)

with the initial value W(0) = eL10U0 = U0.
Remark 2: Similarly, the solution of (7) with L =

∑d
i=1 Li

can be given in higher dimension by

Vt = g(V) − LdV, V(0) = U0 (9)

where g(V) = (eLd−1t • · · · • eL1t)N((e−L1t • · · · • e−Ld−1t)V) and
• is the matrix multiplication.

B. The Strang splitting in time

In this subsection, we will focus on the Strang splitting
for the equation (8). Firstly, we denote by SL and SN are
the exact solution operators associated with the linear and
nonlinear part, respectively.

SL : Wt = −L2W. (10)

SN : Wt = eL1tN(e−L1tW). (11)

Then, we can approximate the solution Wn+1 of the subprob-
lem (10),

SL : Wn+1 = e−L2τWn. (12)

And we adopt the SSP-RK2 method to solve the nonlinear
part SN ,

W∗ = Wn + τeL1τN(e−L1τWn),

Wn+1 =
1
2

W∗ +
1
2

Wn +
1
2
τeL1τN(e−L1τW∗).

(13)

In summary, according to the standard Strang splitting (3),
the effective and easy-to-implement second order scheme is
derived as follows,

Wn,1 = e−L2
τ
2 Wn,

Wn,2 = Wn,1 + τeL1τN(e−L1τWn,1),

Wn,3 =
1
2

Wn,1 +
1
2

Wn,2 +
1
2
τeL1τN(e−L1τWn,2),

Wn+1 = e−L2
τ
2 Wn,3.

(14)

Using the exponential integrating factor U = e−L1tW, we
obtain the numerical solution Un+1.

In particular, following the similar steps above, one can
obtain the second-order scheme for the scalar AC equation
in 3D case

Vn,1 = e−L3
τ
2 Vn,

Vn,2 = Vn,1 + τeL2τeL1τN(e−L2τe−L1τVn,1),

Vn,3 =
1
2

Vn,1 +
1
2

Vn,2 +
1
2
τeL2τeL1τN(e−L2τe−L1τVn,2),

Vn+1 = e−L3
τ
2 Vn,3,

(15)
where V(t) = eL2tW(t).
Remark 3: It is easy to find that the proposed scheme is
highly efficient and easy-to-implement, which is an explicit
method and only needs to solve some purely linear equations
at each time step. Owing to the exponential matrix is
dense in high spatial dimensions, if we directly calculate
the exponential matrix, it will cause highly computational
prices. Thus, the second-order approximation of the matrix
exponential mainly employ the rational approximation[2]. It
will greatly reduce the amount of computation and increase
the speed of calculation.

III. The maximum principle, energy stability and
convergence

In this section, we discuss the properties of the scheme
(14), including the maximum principle, the stability of the
discrete energy and convergence.
Theorem 3.1[6](Maximum principle) For any 0 < τ ≤ 1

2 and
any n ≥ 0, assuming that ∥Un∥∞ ≤ 1 and i > 0. It follows
that

∥Un+1∥∞ ≤ 1. (16)

Engineering Letters, 31:2, EL_31_2_16

Volume 31, Issue 2: June 2023

 
______________________________________________________________________________________ 



Proof. Utilizing W = eL1tU, L1 and L2 are the positive
definite matrix, we derive∥∥∥Un,1

∥∥∥∞ = ∥∥∥e−L2
τ
2 e−iL1

τ
2 Un

∥∥∥∞ ≤ U∗,∥∥∥Un,2
∥∥∥∞ = ∥∥∥e−iL1τUn,1 + τe−iL1τN(Un,1)

∥∥∥∞
≤

∥∥∥e−iL1τ
∥∥∥∞ ∥∥∥Un,1 + τN(Un,1)

∥∥∥∞ ≤ U∗,∥∥∥Un,3
∥∥∥∞ = ∥∥∥∥∥1

2
e−iL1τUn,1 +

1
2

e−iL1τUn,2 +
1
2
τe−iL1τN(Un,2)

∥∥∥∥∥∞
≤ U∗,∥∥∥Un+1

∥∥∥∞ = ∥∥∥e−L2
τ
2 e−iL1

τ
2 Un,3

∥∥∥∞ ≤ U∗,

which completes the proof.
Theorem 3.2(Energy stability) Assume that the initial value
∥U0∥∞ ≤ 1. For the standard double potential F(u), and under
the time steps constraint τ ≤ 2, the scheme (14) is long-time
energy stability:

Ẽn+1 − Ẽn ≤ 0. (17)

Proof. Let Ũn = SL( τ2 )Un and Un+1 = SL( τ2 )SN(τ)SL( τ2 )Un,
we have

Ũn+1 = SL(τ)SN(τ)Ũn. (18)

This yields,
eL2τŨn+1 = SN(τ)Ũn, (19)

and due to the formula (13), we obtain

SN(τ)Ũn = Ũn +
1
2
τN(Ũn) +

1
2
τN(Ũ∗) ≤ Ũn + τF′(zn), (20)

where F′(zn) = max
{
N(Ũn),N(Ũ∗)

}
and F(z) = − 1

4 (z2 − 1)2.
Then we rewrite the formula (19) as

1
τ

(eL2τ − 1)Ũn+1 +
1
τ

(Ũn+1 − Ũn) ≤ F′(zn). (21)

Then, by taking the inner product of the first term on the
right side in the above formula with (Ũn+1 − Ũn), we obtain

1
τ

⟨
(eL2τ − 1)Ũn+1, Ũn+1 − Ũn⟩ = 1

τ

⟨
(1 − e−L2τ)Un+1,Un+1 − Un⟩

=
1
2τ

⟨
(1 − e−L2τ)Un+1,Un+1⟩ − 1

2τ
⟨
(1 − e−L2τ)Un,Un⟩

+
1
2τ

⟨
(1 − e−L2τ)(Un+1 − Un), (Un+1 − Un)

⟩
.

(22)
Multiplying (21) by (Ũn+1− Ũn), and using the formula (22),
we have

Ẽn+1 − Ẽn ≤ − 1
2τ

⟨
(1 − e−L2τ)(Un+1 − Un), (Un+1 − Un)

⟩
− ⟨

(
1
τ
− 1

2
F′′(ξn))(Ũn+1 − Ũn)2, 1⟩,

(23)
where ξn is some functions between Ũn and Ũn+1, and F′′(ξn)
is from as follows:

F(Ũn+1) = F(Ũn)+F′(Ũn)(Ũn+1−Ũn)+
1
2

F′′(ξn)(Ũn+1−Ũn−1)2,

(24)
and it is not difficult to check that

F′′(ξn) = 1 − 3(ξn)2. (25)

Then, when τ ≤ 2,

1
τ
− 1

2
F′′(ξn) ≥ 0. (26)

Thus we prove that Ẽn+1 − Ẽn ≤ 0 for all n ≥ 0.

Next, in order to prove the convergence of the proposed
scheme, we first need to introduce some notes and results.
For any functions U ∈ (0,T ; Hs

per(Ω))(s > 1). Let Ūk be the
numerical solution of the scheme (14) at tk, and Uk

e be the
exact solution of the original equation (1) at tk. Then we
define a grid function space on Ωh

wh =
{
U|U =

{
Ui, j|0 ≤ i, j ≤ N + 1

}}
, (27)

and a mapping Ih : Hs
per(Ω) → wh by Ih(U) = U, where

Hs
per(Ω) = {U ∈ Hs(Ω)|U is Ω − periodic}.

Lemma 3.1 For any function U ∈ wh, it holds that∥∥∥SLU
∥∥∥ ≤ ∥∥∥U

∥∥∥,∥∥∥SNU
∥∥∥ ≤ ∥∥∥U

∥∥∥. (28)

Lemma 3.2 For any function U ∈ wh, we obtain∥∥∥(IhSL − SLIh)U∥∥∥ ≤ C2hs
∣∣∣U∣∣∣

s, (29)

where C2 is a positive constant independent τ and h.
Lemma 3.3[18] For any function U ∈ wh, we obtain∥∥∥(IhSN − SN Ih)U

∥∥∥ ≤ C3τ(τ2 + h2 + τh2+s), (30)

where C3 is a positive constant independent τ and h.
Theorem 3.4 Supposed U ∈ Hs

per(Ω), then there exists a
positive constant C independent of τ and h, such that∥∥∥Uk+1 − IhUk+1

e

∥∥∥ ≤ C(τ2 + h2 + τh2+s +
hs

τ
). (31)

Proof. For k > 0, due to the Strang splitting approach is
second order[5], [11], we have∥∥∥Uk+1 − IhUk+1

e

∥∥∥ ≤ ∥∥∥Uk+1 − IhŪk+1
∥∥∥ + ∥∥∥IhŪk+1 − IhUk+1

e

∥∥∥
≤

∥∥∥Uk+1 − IhŪk+1
∥∥∥ +C1τ

2.
(32)

Then, utilizing the lemma 3.2, we can derive∥∥∥Uk+1 − IhŪk+1
∥∥∥ = ∥∥∥SLSNSLUk − IhSLSNSLŪk

∥∥∥
≤

∥∥∥SLSNSLUk − SLIhSNSLŪk
∥∥∥

+
∥∥∥SLIhSNSLŪk − IhSLSNSLŪk

∥∥∥
=

∥∥∥SL(SNSLUk − IhSNSLŪk)
∥∥∥

+
∥∥∥(SLIh − IhSL)SNSLŪk

∥∥∥
≤

∥∥∥SNSLUk − IhSNSLŪk
∥∥∥ +C2hs

∣∣∣SNSLŪk |s.

(33)

Using the lemmas 3.1-3.3, the first term on the right-hand
side of the formula (33) can be estimate∥∥∥SNSLUk − IhSNSLŪk

∥∥∥
≤

∥∥∥SNSLUk − SN IhSLŪk
∥∥∥ + ∥∥∥SN IhSLŪk − IhSNSLŪk

∥∥∥
≤

∥∥∥SLUk − IhS LŪk
∥∥∥ +C3τ(τ2 + h2 + τh2+s)

≤
∥∥∥SLUk − SLIhŪk

∥∥∥ + ∥∥∥SLIhŪk − IhS LŪk
∥∥∥

+C3τ(τ2 + h2 + τh2+s)

≤
∥∥∥Uk − IhŪk

∥∥∥ +C2h2
∣∣∣Ūk

∣∣∣
s +C3τ(τ2 + h2 + τh2+s).

(34)
Let p = max

{∣∣∣Ūk
∣∣∣
s,
∣∣∣SNSLŪk

∣∣∣
s

}
, and G = C2 ph2 + C3τ(τ2 +

h2 + τh2+s), we have∥∥∥Uk+1 − IhŪk+1
∥∥∥ ≤ ∥∥∥Uk − IhŪk

∥∥∥ +G, (35)

Finally, a combination of the above estimates, applying
Gronwall inequality and

∥∥∥U0−IhU0
e

∥∥∥ = 0, it is easy to confirm
that ∥∥∥Uk+1 − IhUk+1

e

∥∥∥ ≤ C(τ2 + h2 + τh2+s +
hs

τ
). (36)

This completes the proof.
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IV. Numerical experiments

In this section, in order to demonstrate the accuracy,
energy stability and maximum principle of the proposed
scheme for the scalar AC equation, various 2D and 3D
numerical experiments are performed. We mainly adopt the
periodical condition for all numerical simulations, and we
choose the computational domain Ω = [0, 1]2 and Ω = [0, 1]3

in 2D and 3D, respectively.
Example 4.1 The initial value is given by

u = 0.2sin(2πx)sin(2πy) + 0.001. (37)

We set the fixed parameters T = 3, h = 1
160 and the time step

sizes τ = 1
10 ,

1
20 ,

1
40 ,

1
80 ,

1
160 are used. In Fig. 1, we perform

the L2 error of the numerical solution u for the scheme (14)
with ε = 0.001 and ε = 0.1. It can be easily observed that
the expected convergence rates for the proposed scheme is
consistent with the theoretical result. In addition, we show
the curves of the discrete energy and maximum principle with
the parameters T = 100, h = 1

80 , τ = 0.0125, ε = 0.001 and
ε = 0.1 in Fig. 2 and Fig. 3, respectively. It can be confirmed
that the energy value decrease with respect to time and the
numerical solution u of the presented scheme approaches but
does not exceed 1 as time increases.

Fig. 1: The L2 error of the phase variable u for the scheme
(14) with different value of ε.

Example 4.2 In 2D case, the initial data is given by

u = 0.1sin(
3
2
πx)sin(

3
2
πy)cos(πx − 1)cos(πy − 1). (38)

The parameters are set T = 100, h = 1
80 and ε = 0.001. Then,

we plot the discrete energy and maximum principle with
different τ in Fig. 4 and Fig. 5, and show the evolutionary
process of the numerical solution u in Fig. 6. It shows
that the time evolution of the discrete energy is strictly
non-increasing over time and the maximum value is always
bounded with 1 as expected. Meanwhile, we can clearly see
the process of phase separation, and finally achieve the steady
state.

Example 4.3 In 3D case, we mainly choose the random
initial data between -1 and 1. The parameters are set T = 100,
h = 1

80 and ε = 0.001. In Fig. 7, we show the maximum
principle with different τ. The corresponding discrete energy
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Fig. 2: The energy stability(a) and maximum principle(b) of
the phase variable u for the scheme (14) with ε = 0.001.

are performed in Fig. 8 with different time steps τ, and the
evolution of the numerical solution u in Fig. 9. In general,
the presented scheme always satisfies the maximum principle
and energy stability, and the evolutionary process of the
phase transition are well behaved through the selection of
random initial numbers, which further prove the validity and
effectiveness of the presented scheme.

V. Conclusions

In this work, the exponential integrating factor method
and the Strang splitting method for temporal discretization
are adopted for the scalar AC equation. The key point
of the paper is that the original equation is divided into
linear part and nonlinear part, and the linear part is first
solved analytically, the nonlinear part is solved by using
the SSP-RK2 method. Therefore, we develop an effective
and easy-to-implement second-order Strang splitting scheme
with exponential integrating factor. The maximum principle,
energy stability and convergence of the presented scheme are
analyzed. Numerical results demonstrate the validity of the
proposed method and the method can be applied to higher
dimensional problems.
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Fig. 3: The energy stability(c) and maximum principle(d) of
the phase variable u for the scheme (14) with ε = 0.1.
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Fig. 5: The curves of the discrete energy with τ = 0.01(g)
and τ = 0.001(h).

Fig. 6: The evolution of the numerical solution u in 2D with
t = 0, 3, 8, 100 with τ = 0.01(top row) and τ = 0.001(bottom
row).
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Fig. 7: The verification of the maximum principle with
different τ = 0.1(i) and τ = 0.01(j).
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Fig. 8: The curves of the discrete energy with τ = 0.1(k) and
τ = 0.01(l).

Fig. 9: The evolution of the numerical solution u in 3D with
t = 0, 10, 50, 100 with τ = 0.1(top row) and τ = 0.01(bottom
row).
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