
 

  

Abstract—Aiming at the problems of low recognition 

accuracy and large calculation amount of age estimation, this 

paper proposes a staged single aggregation backbone network 

VoVNetv4. In order to improve the feature extraction ability of 

the network, the Regional One-Shot Aggregation (ROSA) 

module is proposed in the network for regional encapsulation of 

the feature module. The classifier adopts the COnsistent RAnk 

Logits (CORAL) framework, which can solve the problem of 

inconsistency of classifiers in ordered regression CNNs for 

multiple binary classification tasks. This paper conducts 

experimental verification on the Asian Face Age Dataset (AFAD) 

and compares it with other research methods. The experimental 

results show that VoVNetv4 can effectively improve the feature 

extraction and detection ability of the network and improve the 

detection efficiency of age estimation. 

 
Index Terms—AFAD, Age Estimation, ROSA, VoVNetv4 

 

I. INTRODUCTION 

ITH the continuous development and progress of 

society, age estimation based on deep learning has 

gradually become the focus of human facial representation 

detection. Age estimation can be widely combined with 

applications in other fields, and has a profound impact on the 

development of society. It has important application value in 

human-computer interaction and video surveillance [1-2]. 

Since the degree of maintenance of facial information will 

greatly affect the discrimination of age, there are often some 

errors in the detection information. Facial expressions and the 

shape of the skull will affect the detection results. Age 
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estimation has always been a difficulty in detection [3]. The 

identification of human age is usually studied in two aspects: 

classification and regression. Classification is divided into 

stages according to the age of the human body, so as to 

identify and classify the age of each stage. Since the age of 

the human body is an ordered sequence that is constantly 

changing, age estimation based on regression is also a 

mainstream research direction [4]. In recent years, domestic 

and foreign researchers have improved and studied age 

estimation algorithms in classification and regression, and a 

large number of research results have emerged. 

Li et al. proposed a refinement network LRN [5], which 

encapsulates the label distribution and regression essence at 

the same time, and uses the relaxation regression refining 

field to discriminate age; Dagher et al. pre-trained the CNN 

network, fine-tuned VGG, Res-Net and other networks, and 

proposed a classification network composed of two types of 

CNNs based on the fine-tuned network for age estimation [6]; 

Based on deep learning and directed acyclic graph support 

vector machines, Xiao et al. made local adjustments to the 

algorithm of age estimation, and set a specific neighborhood 

around the global estimated value to perform accurate age 

estimation [7]; Guehairia et al. used the Gcforest algorithm to 

perform age estimation experiments on the basis of images 

[8], which has the advantage of a cascade structure that 

allows interaction between trees; Badr et al. proposed a 

cascaded model system that learns the segmentation of age 

labels through a classification model, and uses the knowledge 

learned by the classification model as an auxiliary input to a 

regression model to achieve age estimation [9]. Zhang et al. 

[10] used regression forest for age estimation of face images, 

combined with head pose, and proposed a combined system 

of age estimation and head pose estimation. Combining the 

convolutional neural network framework and resnet50 

architecture, Pramanik et al. proposed a shortcut strategy for 

age estimation from face images [11]. Chang et al. proposed 

an ordinal hyperplane sorting algorithm of OHRank [12], 

which discriminates human age based on the relative order 

information between age tags in the database. Many 

researchers have conducted a lot of experiments on the 

AFAD. For example, Wang et al. [13] combined course 

learning with age estimation to improve the training 

efficiency of neural networks, thereby improving the 

network's ability to discriminate age; Cao et al. [14] proposed 

a CORAL framework for age estimation classification, using 

Resnet as a feature extraction network, which can obtain a 

rank monotonic threshold model without relying on explicit 

weighting terms for each training example. Niu et al. [15] 

made a breakthrough in the traditional research ideas of 

classification and regression in age estimation. They used 

sequential regression to simultaneously perform feature 
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learning and regression modeling. On the basis of deep 

learning, they used convolutional neural network. End-to-end 

learning specifically analyzes the regression problem, so that 

the effect of age estimation can be effectively improved. 

Although these methods can reduce the negative impact of 

individual differences to a certain extent, due to the 

complexity of face information and the influence of changes 

in the environment in which the face is located. Age 

estimation still has the problems of large amount of 

calculation and low recognition accuracy. 

To solve the above problems, this paper proposes a new 

object detection backbone network VoVNetv4 for age 

estimation. VoVNetv4 uses regional splicing to transfer early 

features, completes the capture of various visual information 

across latitudes, and realizes staged single aggregation of 

features. Build an Adaptive Stage module consisting of Conv 

layer, BN layer and Relu activation function for feature 

smoothing. The classifier adopts the CORAL framework to 

divide tasks in binary form and make consistent predictions 

for each task. This paper has carried out experimental 

verification on AFAD, its MAE is 3.30, RMSE is 4.64, the 

detection effect is very obvious. 

 

II. METHODOLOGY 

A. Architecture 

Since the low-level features and high-level features have 

different detailed information, the low-level features contain 

relatively more feature information and detailed information, 

but have relatively low semantics and strong noise. 

High-level features are less sensitive to details and have 

lower resolution than low-level features, but have stronger 

semantic information. The process of feature aggregation is 

the efficient fusion of low-level features and high-level 

features, which is an important means to improve model 

performance. VoVNetv4 uses module splicing to transfer 

early features, so that the original feature patterns can be 

preserved. By gathering multiple receptive field blocks, it 

captures various visual information in a cross-latitude way, 

so that its extracted features can achieve diversified 

representation. The VoVNetv4 network consists of 4 ROSA 

modules and Adaptive Stage modules. In each ROSA module, 

all features are connected once, and the module output is 

aggregated once. The output information of ROSA is 

processed by the Adaptive Stage module, and finally 

aggregated at one time. VoVNetv4 network can effectively 

avoid feature redundancy and improve the detection accuracy 

of the network. The overall architecture of the network is 

shown in Figure 1. 

The features extracted from each layer are first passed 

through the feature smoothing module, the size of the feature 

matrix is adjusted, and then spliced to the final output layer of 

the network. The ROSA module is composed of 12 layers, 

and uses 12 layers of convolution stacking to process related 

features in a staged single-aggregation manner. The Adaptive 

Stage module contains convolutional layers, Batch 

Normalization (BN) and Recitified Linear Unit (Relu). By 

adding a BN layer after the convolutional layer to normalize 

the data, the data can be prevented from being unstable due to 

the large data before entering Relu. Relu is more expressive 

for linear functions, especially in deep networks. For 

nonlinear functions, since the gradient of Relu is constant in 

the non-negative interval, there is no gradient disappearance 

problem, so that the convergence rate of the model is 

maintained in a stable state. Compared with Resnet's residual 

network, it reduces the repeated operation of features 

between layers, and the output of each layer does not pass 

through all subsequent intermediate layers, which keeps the 

input size of the intermediate layers unchanged. 

 

B. ROSA Stage 

In target detection, most networks use ResNet[16] and 

Densnet[17] as the Backbone network. Densnet uses the 

ResNet network for reference and densely connects the 

convolutional layers to ensure the information flow between 

the convolutional layers. Since the dense connection brings 

feature enhancement and also brings the drawback of linear 

growth of the output channel, the VoVNet [18] network has 

made a lightweight improvement for this drawback, and the 

dense connection is transformed into all feature aggregation 

in the last layer. Although the VoVNet network effectively 

solves the problems of complexity and memory access cost of 

the original network, the recognition accuracy has not been 

significantly improved. The VoVNetv4 proposed in this 

paper draws on the improved idea of VoVNet, and proposes 

the ROSA module to perform a single aggregation of staged 

features. The aggregation calculation of VoVNet is shown in 

Figure 2. 

 

 
Fig.2: Aggregate computation of VoVNet 

 

The ROSA module retains the single aggregation 

calculation of VoVNet and encapsulates the VoVNet region. 

Each VoVNet network is defined as a ROSA region, and 

VoVNetv4 performs a second single aggregation calculation 

for these regions. 

 

 
Fig.3: Aggregate computation of VoVNetv4 

 

The ROSA module uses a staged single aggregation design 

module architecture for aggregation operations. In the ROSA 

module, regions are divided for different stages of operation, 

each region is used as a stage of operation, and the ROSA 

module is composed of four regions. Each region contains 5 

identical ConvBlocks with the same input and output 

channels. ConvBlocks include a 3×3 convolutional layer, a 

BN layer and a Relu layer, and the stride of the convolution 

kernel is 1. During the aggregation operation, only one cycle 

is performed for region 1 and region 2, four cycles are 
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performed for region 3, and three cycles are performed for 

region 4. Whenever entering the ROSA Stage of the next 

stage, the feature map goes through a downsampling with a 

convolution kernel of 1 and a stride of 1, and a 3×3 

max-pooling layer with a stride of 2. Since the high-level 

semantic information is more important in the target 

detection task than the low-level semantic information, the 

ROSA module adds high-level features through different 

region operations to improve the ratio of high-level features 

to low-level features. 

 

C. Adaptive Stage 

Adaptive Stage is a feature smoothing module, which is 

used to adjust the size of the feature matrix output by the 

ROSA module. Adaptive Stage consists of Conv layer, BN 

layer and Relu activation function. Feature smoothing is a 

very important link in target detection. Compared with age 

estimation, the research problem of this paper, the facial data 

of human body is usually diversified and has a large amount 

of noise. Using the Adaptive Stage module for smoothing can 

effectively alleviate the influence of adverse factors on the 

detection results, thereby improving the detection accuracy 

of the classifier. 

The Conv layer can adaptively adjust the size and stride of 

the convolution kernel according to the size of the input 

image and the set output image size. Since the ROSA module 

adopts a cross-latitude feature fusion method, there are a 

large number of parameter updates in the network training 

between each layer, and the BN layer is used to solve the 

distribution change between the data in the middle layer 

during the training process. The application of the BN layer 

can effectively improve the generalization ability of the 

network model. Because the features are normalized, the 

network will adapt to a larger learning rate, which plays an 

important role in improving the training speed of the network 

model, and can reduce the network to Initialized 

dependencies. The BN layer has the function of 

transformation and reconstruction, which can reconstruct the 

normalized value again. The calculation process is as 

follows: 

 

( )
( ) ( ) ( )

k
k k ky x 



= +  (1) 

Where x is the mini-batch input feature, k is the channel, 

  and   are the learnable parameters introduced by BN, 

respectively. The BN layer needs to perform variance 

operation and mean operation on all the values in x . For each 

neuron, there will be   and   parameters, as shown in 

formula 2. 

 
( ) ( ) ( ) ( )[ ] , [ ]k k k kVar x E x = =  (2) 

Since both   and   are learnable parameters, the learned 

features in a certain layer can be recovered, and thus the 

original feature distribution to be learned can be learned. 

 
2

i
i

x
x
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=

+
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Where   is the sample mean, 2  is the variance of the 

sample,   is the operation to prevent the operation from 

being invalid. When 2  is not 0, then   is 0. The Relu 

activation function is used to fit the training data. It is a 

one-sided inhibition function, that is, all negative values are 0, 

and positive values do not change. The Relu activation 

function has strong sparsity, so it can greatly promote the 

mining of relevant features of the model. 

 

D. CORAL framework 

The age estimation scheme proposed in this paper includes 

three stages: image preprocessing, feature extraction and age 

classification. CORAL framework is an ordered classifier in 

the age classification stage. How to make the difference 

between the same categories smaller and the difference 

between different categories larger is the key to whether a 

good classification result can be achieved. The CORAL 

framework converts ordinal targets into binary classification 

subtasks, which can effectively improve the classification 

effect. The CORAL framework derivation process is as 

follows: 

  
1

,
N

i i i
D x y

=
=  (4) 

Among them, D  is the dataset; 
ix  is the first picture; 

N is the number of samples; 
iy  is the corresponding rank  

value, and rank  is the ranking of a person's age in a certain 

area; Among them, 
iy  is in the set to which the rank belongs, 

and if the set is Y , the relationship between 
iy  and Y  is 

shown in formula 5. 

 1 2{ , , }i ky Y r r r =  (5) 

The elements contained in the Y  set are in an ordered 

arrangement, as shown in formula 6. 

 1 1k kr r r−  (6) 

The main purpose of the ordered regression task is to find 

an ordering rule, that is, the corresponding relationship 

between the age picture and the age value in the rank , so that 

its loss function reaches the minimum value. Let C  be a 

K K  cost matrix, 
, ky rC  represents the loss value of 

predicting a sample ( , )x y  as ( )krank r  .When , 0y yC =  , the 

picture information representing the age corresponds exactly 

to the age value in the rank  , and the network model presents 

a perfect prediction state. When ky r  , then , 0
ky rC   . In 

ordinal regression, the V-shaped cost matrix is more 

conducive to the learning and classification of features, that is, 

when 
kr y  and 

1, ,k ky r y rC C
−

  or 
kr y  and 

1, ,k ky r y rC C
+

 , 

the cost matrix presents a perfect V-shaped state. 

In the actual operation process, it is difficult to make the 

cost matrix reach the V-shaped state. The CORAL 

framework can produce consistent predictions for each 

binary task, avoiding the drawbacks of the V-shaped matrix. 

By performing binary label expansion on iy , as shown in 

Equation 7. 

 
(1) ( 1), , K

i iy y −
 (7) 

Where ( , )ig x W  indicates whether iy  exceeds ( )krank r , 

and the consistency of prediction is guaranteed according to 

the response mechanism of binary tasks. The minimized loss 

function used for model training is shown in Equation 8. 
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Where ( , )ig x W  is the output of the penultimate layer of 

the network, { ( , ) }i kg x W b+ is the input of the corresponding 

binary classifier in the last layer, and ( ( , ) ))i kg x W b +  is the 

empirically predicted probability of task k . 

III. EXPERIMENTAL 

A. Datasets 

The AFAD [19] contains 164,432 images of human faces, 

each with a corresponding human age and gender label. The 

AFAD dataset is collected from Renren. Its image 

information contains 100,752 male pictures and 63,680 

female pictures. The minimum age is 15 years old and the 

maximum age is 40 years old. This dataset is mainly for age 

estimation of Asians, and the dataset contains different 

backgrounds and different lighting conditions. 

 

B. Experimental setting 

The operating system used in this experiment is Window10 

64-bit, and the video memory is 12G. The CPU is Intel(R) 

Xeon(R) CPU E5-2630 v4 @ 2.20GHz 2.20 GHz (2 

processors), and the graphics card is NVIDIA TITAN 

X(Pascal). Python uses version 3.8 and Pytorch uses version 

1.9. 

 

C. Evaluation Metrics 

To test the effectiveness of the proposed Backbone network, 

this paper evaluates the performance of VoVNetv4 on two 

evaluation metrics, Mean Absolute Error (MAE) and Root 

Mean Square Error (RMSE). MAE is mainly used to 

calculate the average value of the difference between the 

predicted age of the human body and the real age, that is, the 

average solution of the residuals. The smaller the MAE value, 

the higher the accuracy of age estimation. The MAE 

expression is shown in Equation 9. 

 

1

1
( )

N

i i

i

MAE y h x
N =

= −  (9) 

 RMSE is used to measure the deviation between the 

predicted value of age and the true value, and its calculation 

process is similar to the calculation of standard deviation, as 

shown in Equation 10. 

 
2

1

1
( ( ))

N

i i

i

RMSE y h x
N =

= −  (10) 

Among them, iy  is the age value predicted by the network 

model, ( )ih x  is the real age value of the predicted sample, 

and N  is the total number of samples. 

 

D. Experimental results and analysis 

Use the same random seed in training for a fair comparison. 

The experiment is divided into four parts. The first part is to 

use the standard Resnet-34 classification network as the 

performance baseline model. The second part is to integrate 

the standard Resnet-34 classification network with the 

CORAL framework to verify the effectiveness of the 

CORAL framework. The third part is the fusion of VoVNet 

and CORAL framework to verify the performance of 

VoVNet. The fourth part is to improve VoVNet, propose 

VoVNetv4, and integrate with CORAL framework to verify 

the effectiveness of the proposed method. The random seed is 

set to 1, the learning rate is 0.0005, the epoch is 200, and the 

batchsize is set to 128. 

In order to verify the effectiveness of the CORAL 

framework, Resnet-34 is selected as the feature extraction 

network for verification and analysis. In the first part, the 

Resnet-34 network is used as a classification network for age 

estimation, and the convergence of the network is analyzed 

by analyzing the change trend of loss value. The network 

training loss diagram is shown in Figure 4, and the network 

gradually shows a convergence state around 37 rounds. 

 

 
Fig.4: Resnet-34 network training Loss curve 

 

The second part of the experiment is based on the first part 

of the experiment, and integrates the CORAL framework 

classifier to verify the effectiveness of the CORAL 

framework. In this experiment, the cost function is used to 

optimize the network. The network convergence is shown in 

Figure 5. The model gradually shows a convergence trend 

around 25 rounds. The experiment shows that the CORAL 

framework classifier can effectively improve the 

generalization ability of the network. 

 

 
Fig.5: Cost function curve of Resnet-34+CORAL framework 
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The third part is used to verify the effectiveness of the 

VoVNet network. In this experiment, VoVNet is used as the 

feature extraction network, and the CORAL framework is 

used as the classifier. The network convergence is shown in 

Figure 6. The experimental results show that compared with 

Figure 5, the convergence of the network in the 25th round is 

significantly improved. Compared with Resnet-34 as the 

feature extraction network, its convergence speed and 

convergence effect are significantly improved. 

 

 
Fig.6: Cost function curve of VoVNet+CORAL framework 

 

In the third part of the experiment, the effectiveness of 

using VoVNet as a feature extraction network is verified. In 

the fourth part of the experiment, the VoVNet network is 

improved and the backbone network VoVNetv4 is proposed. 

In order to verify the performance of the proposed network, 

VoVNetv4 is used as the feature extraction network in this 

experiment, and the CORAL framework is used for the 

classification network, and its training cost function curve is 

shown in Figure 7. 

 

 
Fig.7: Cost function curve of VoVNetv4+CORAL framework 
 

Table I shows the experimental data of the four stages. 

From the data in the table, it can be seen that the MAE value 

of the method proposed in this paper has dropped by 0.41 

compared with Resnet-34; compared with Resnet-34 

combined with CORAL framework, the MAE value has 

dropped by 0.14; Compared with VoVNet as a feature 

extraction network, it has dropped by 0.06. Compared with 

other methods, the method in this paper has a significant 

decrease in RMSE value, and the maximum decrease is 0.51. 

Using VoVNetv4 as the feature extraction network, the final 

experimental results of the classifier using the CORAL 

framework are: the MAE value is 3.30, and the RMSE value 

is 4.64. 

 
TABLE I 

 EXPERIMENTAL RESULTS ON THE AFAD DATASET 

Approaches MAE RMSE 

Resnet-34 3.71 5.15 

Resnet-34+CORAL 3.44 4.69 

VoVNet+CORAL 3.36 4.74 

Ours: VoVNetv4+CORAL 3.30 4.64 

 

This paper reproduces the research methods of literature 

[13], literature [14] and literature [15]. That is, under the 

same AFAD dataset, the number of training rounds is 200, 

and the evaluation indicators MAE and RMSE are used for 

performance analysis. The experimental results show that 

compared with the With Curriculum Learning and 

CORAL-CNN methods, the MAE value of the method 

proposed in this paper has decreased by 0.17; compared with 

the OR-CNN method, the MAE value has decreased by 0.21. 

Compared with other methods, the method used in this paper 

has different degrees of reduction in the value of RMSE. The 

comparison experiment results are shown in Table Ⅱ. 

 
TABLE Ⅱ 

 COMPARISON WITH OTHER METHODS IS BASED ON AFAD DATASET 

Approaches MAE RMSE 

With Curriculum Learning [13] 3.47 5.03 

OR-CNN [15] 3.51 4.75 

CORAL-CNN [14] 3.47 4.71 

Ours: VoVNetv4+CORAL 3.30 4.64 

 

IV. CONCLUSION 

This paper proposes a new Backbone network VoVNetv4 

for age estimation. VoVNetv4 is based on VoVNet and 

proposes a ROSA module for staged single aggregation. The 

feature extraction capability of the network has been 

improved while retaining the advantages of the original 

model in terms of high speed and small parameters. An 

adaptive stage module for feature smoothing is established in 

the model, and the feature matrix extracted from each layer is 

spliced to the output layer through the adaptive stage, so that 

the feature matrix of each layer reaches the output layer 

without passing through the intermediate layer. While 

reducing the input of the middle layer, the input size of the 

middle layer is kept unchanged. The classifier adopts the 

CORAL framework to solve the problem of inconsistency of 

the classifiers in the ordered regression based on multiple 

binary classification tasks, thereby improving the 

classification accuracy of the network. This paper conducts 
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experiments on the AFAD. Compared with other methods, 

the model has significantly improved in terms of accuracy 

and speed. 
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