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#### Abstract

We propose a new inventory system with an amelioration rate satisfying the Weibull distribution, purchasing cost, ordering cost, and amelioration cost under a fuzzy environment. We apply the function principle to aggregate those fuzzy costs. Then, we refer to the median rule to defuzzy our fuzzy model to a crist model to locate the optimal solution. Depending on the scale parameter, we divide our solution procedure into two Cases. For each Case, we find conditions to find the optimal solution. The same numerical example proposed by a previously published paper is examined to illustrate that our solution process is more effective than the previously published paper.
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## I. INTRODUCTION

IN this study, we will develop a new inventory model with fuzzy demand and ameliorating that follows Weibull distribution. In the following, we provide a brief literature review of this inventory model. Gupta [1] studied the influence of lead time on inventory systems. Hwang [2] considered inventory systems to be ameliorating and deteriorating. For demand related to sailing price, Mondal et al. [3] examined an inventory model with ameliorating. Giri et al. [4] developed EOQ inventory systems with ramp-type demand, shortages, and decay following Weibull distribution. Wu [5] constructed economic order quantity inventory systems under partial backlogging, time-varying demand, and decay following Weibull distribution. Wu [6] analyzed inventory systems with partial backlogging, ramp-type demand rate, and decay following Weibull distribution. Chang and Dye [7] solved economic order quantity inventory systems for a temporary on-sale price with deteriorating items. Wu et al. [8] established economic order quantity inventory systems, with shortages, decay following Weibull distribution, and time-varying demand. Based on Philp's inventory system, Chakrabarty et al. [9] set up economic order quantity inventory systems, with trended demand, shortages, and decay following Weibull distribution. Jalan et
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al. [10] instituted inventory models under decay following Weibull distribution, trended demand, and shortages. Hwang [11] found inventory systems with ameliorating that follow Weibull distribution. In this paper, we will extend the inventory systems proposed by Hwang [11] from crisp demand to fuzzy demand to generalize his models to a more practical environment.

## II. Assumptions and Notation

With several new expressions for analysis and discussion and two supplementary functions, this paper uses the notation and expressions as Hwang [11] under the fuzzy environment.
$\widetilde{R}$ fuzzy demand rate, with

$$
\begin{equation*}
\widetilde{R}=\left(R_{1}, R_{2}, R_{3}, R_{4}\right) \tag{2.1}
\end{equation*}
$$

$t$ parameter to denote the time of amelioration.
$\tilde{C}_{o}$ fuzzy ordering cost, with

$$
\begin{equation*}
\tilde{C}_{o}=\left(C_{o 1}, C_{o 2}, C_{o 3}, C_{o 4}\right) . \tag{2.2}
\end{equation*}
$$

$\tilde{C}_{p}$ fuzzy purchase cost, with

$$
\begin{equation*}
\tilde{C}_{p}=\left(C_{p 1}, C_{p 2}, C_{p 3}, C_{p 4}\right) \tag{2.3}
\end{equation*}
$$

$\widetilde{C}_{a}$ fuzzy amelioration cost, with $\widetilde{C}_{p} \geq \widetilde{C}_{a}$, where

$$
\begin{equation*}
\widetilde{C}_{a}=\left(C_{a 1}, C_{a 2}, C_{a 3}, C_{a 4}\right), \tag{2.4}
\end{equation*}
$$

and under the restriction,

$$
\begin{equation*}
C_{p i} \geq C_{a i} \tag{2.5}
\end{equation*}
$$

for $i=1,2,3,4$.
$\tilde{C}_{h}$ fuzzy holding cost, with,

$$
\begin{equation*}
\tilde{C}_{h}=\left(C_{h 1}, C_{h 2}, C_{h 3}, C_{h 4}\right) . \tag{2.6}
\end{equation*}
$$

$f_{m}(T)$ defuzzied average cost per unit time that consists of holding cost, purchasing cost, ordering cost, and the ameliorating cost, by median rule.
$T$ cycle time.
$I(t)$ the inventory level, where the initial inventory level is denoted as $\mathrm{I}_{0}$, with

$$
\begin{equation*}
I(0)=I_{0} \tag{2.7}
\end{equation*}
$$

$A(t)$ the amelioration rate with

$$
\begin{equation*}
A(t)=\alpha \beta t^{\beta-1} \tag{2.8}
\end{equation*}
$$

where $\beta$ is the scale parameter with $1 \geq \beta>0$, and $\alpha$ is the shape parameter, with $\alpha>0$.
$g(T)$ a supplementary function to point out the critical part of the first derivative of $f_{m}(T)$, with

$$
\begin{equation*}
\frac{d f_{m}(T)}{d T}=\frac{1}{8 T^{2}} g(T) \tag{2.9}
\end{equation*}
$$

$h(T)$ a supplementary function to indicate the critical part of the first derivative of $g(T)$, with

$$
\begin{equation*}
\frac{d}{d T} g(T)=T^{\beta} e^{-\alpha T^{\beta}} h(T) \tag{2.10}
\end{equation*}
$$

$T^{\&}$ the unique positive solution for $\frac{d}{d T} h(T)=0$ with

$$
\begin{equation*}
T^{\&}=(2(\lambda-1) / \alpha)^{\lambda} . \tag{2.11}
\end{equation*}
$$

$T^{*}$ the optimal solution.

## III. Review of Previous Findings

In the beginning, we recall the classical result of a deterministic inventory model to denote the cycle length being $T$ and assume that the inventory level is $I(t)$ for $0 \leq t \leq T$, with the initial inventory level, $I(0)=I_{0}$, and then the purchasing cost is $I_{0} C_{p}$. The minimum inventory level is $I(T)=0$, and the maximum inventory level is $I_{0}$ such that the average inventory level is $I_{0} / 2$ and the holding cost for one replenishment cycle is $\left(I_{0} / 2\right) T C_{h}$. The setup cost is $C_{0}$. The amelioration cost for one replenishment cycle is computed by the increasing weights, $R T-I_{0}$, times the unit amelioration cost, $C_{a}$ to imply the total cost for one replenishment cycle, $T C(T)$. The average cost per unit of time, $A C(T)$, is computed by $A C(T)=\frac{T C(T)}{T}$ and then

$$
\begin{equation*}
A C(T)=I_{0}\left(\frac{C_{p}-C_{a}}{T}+\frac{C_{h}}{2}\right)+R C_{a}+\frac{C_{o}}{T} \tag{3.1}
\end{equation*}
$$

With the amelioration rate satisfies the Weibull distribution, with shape parameter, $\alpha$, and scale parameter, $\beta$, the differential equation for the inventory level is expressed as follows,

$$
\begin{equation*}
\frac{d}{d t} I(t)=\alpha \beta t^{\beta-1} I(t)-R \tag{3.2}
\end{equation*}
$$

and $I(T)=0$. To solve Equation (3.2), it derives that

$$
\begin{equation*}
I(t)=e^{\alpha t^{\beta}} R \int_{t}^{T} e^{-\alpha x^{\beta}} d x \tag{3.3}
\end{equation*}
$$

and the initial inventory level is

$$
\begin{equation*}
I_{0}=I(0)=R \int_{0}^{T} e^{-\alpha x^{\beta}} d x \tag{3.4}
\end{equation*}
$$

and then we rewrite Equation (3.1) as

$$
\mathrm{AC}(\mathrm{~T})=\frac{\mathrm{C}_{\mathrm{o}}}{\mathrm{~T}}+\mathrm{C}_{\mathrm{a}} \mathrm{R}
$$

$$
\begin{equation*}
+\left(\frac{C_{h}}{2}+\frac{C_{p}-C_{a}}{T}\right) R \int_{0}^{T} e^{-\alpha x^{\beta}} d x . \tag{3.5}
\end{equation*}
$$

## IV. Our Proposed Inventory Model under Fuzzy Environment

Next, we consider the inventory model under fuzzy environment with fuzzy demand, fuzzy purchasing cost, fuzzy amelioration cost, fuzzy inventory holding cost, and fuzzy ordering cost, then

$$
\begin{gather*}
\widetilde{A C}(T)=\frac{\widetilde{C_{0}}}{T}+\widetilde{C_{a}} \widetilde{R} \\
+\left(\frac{\widetilde{C_{h}}}{2}+\frac{\widetilde{C_{p}}-\widetilde{C_{a}}}{T}\right) \widetilde{R} \int_{0}^{T} \mathrm{e}^{-\alpha x^{\beta}} d x \tag{4.1}
\end{gather*}
$$

Applying the function principle (Chen [12]), the membership function of $A \tilde{C}(T)$ can be expressed as,

$$
\begin{equation*}
A \tilde{C}(T)=\left(f_{1}(T), f_{2}(T), f_{3}(T), f_{4}(T)\right) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{gather*}
f_{i}(T)=\frac{C_{o i}}{T}+C_{a i} R_{i} \\
+\left(\frac{C_{h i}}{2}+\frac{C_{p i}-C_{a i}}{T}\right) R_{i} \int_{0}^{T} e^{-\alpha x^{\beta}} d x \tag{4.3}
\end{gather*}
$$

for $i=1,2,3,4$. Next, we adopt the median rule (Chen [13]) to find the minimum of $A \tilde{C}(T)$. The median, $f_{m}$, can be obtained as follows,

$$
\begin{equation*}
f_{m}=\left(f_{1}+f_{2}+f_{3}+f_{4}\right) / 4 \tag{4.4}
\end{equation*}
$$

Hence, we rewrite $f_{m}$ as follows

$$
\begin{align*}
\mathrm{f}_{\mathrm{m}}(\mathrm{~T}) & =\frac{\sum_{i=1}^{4} \mathrm{C}_{\mathrm{hi}} \mathrm{R}_{\mathrm{i}}}{8} \int_{0}^{\mathrm{T}} \mathrm{e}^{-\alpha x^{\beta}} \mathrm{dx}+\frac{\sum_{i=1}^{4} \mathrm{C}_{\mathrm{ai}} \mathrm{R}_{\mathrm{i}}}{4} \\
& +\frac{\sum_{i=1}^{4}\left(\mathrm{C}_{\mathrm{pi}}-C_{\mathrm{ai}}\right) \mathrm{R}_{\mathrm{i}}}{4 \mathrm{~T}} \int_{0}^{\mathrm{T}} \mathrm{e}^{-\alpha x^{\beta}} \mathrm{dx}+\frac{\sum_{\mathrm{i}=1}^{4} \mathrm{C}_{\mathrm{oi}}}{4 \mathrm{~T}} . \tag{4.5}
\end{align*}
$$

## V. Our Solution Procedure

From Equation (4.4), we assume that

$$
\begin{equation*}
\frac{d f_{m}(T)}{d T}=\frac{1}{8 T^{2}} g(T) \tag{5.1}
\end{equation*}
$$

with a supplementary function $g(T)$ where

$$
\begin{gather*}
\mathrm{g}(\mathrm{~T})=\mathrm{T}^{2} \mathrm{e}^{-\alpha \mathrm{T}^{\beta}} \sum_{\mathrm{i}=1}^{4} \mathrm{C}_{\mathrm{hi}} \mathrm{R}_{\mathrm{i}}-2 \sum_{\mathrm{i}=1}^{4} \mathrm{C}_{\mathrm{oi}}, \\
+2\left(\mathrm{Te}^{-\alpha \mathrm{T}^{\beta}}-\int_{0}^{\mathrm{T}} \mathrm{e}^{-\alpha x^{\beta}} \mathrm{dx}\right) \sum_{\mathrm{i}=1}^{4}\left(\mathrm{C}_{\mathrm{pi}}-\mathrm{C}_{\mathrm{ai}}\right) \mathrm{R}_{\mathrm{i}} . \tag{5.2}
\end{gather*}
$$

Since $g(T)$ and $\frac{d f_{m}(T)}{d T}$ have the same sign, in the following, we will study the sign of $g(T)$ that will reflect the sign of $\frac{d f_{m}(T)}{d T}$.
We divide our solution procedure into two Cases: Case (i) $0<\beta<1$, and Case (ii) $\beta=1$.
For Case (i), with $0<\beta<1$, from repeatedly using the Hospital rule, we know that

$$
\begin{align*}
& \lim _{T \rightarrow \infty} T e^{-\alpha T^{\beta}}=\lim _{T \rightarrow \infty} \frac{T}{e^{\alpha T^{\beta}}}=\lim _{T \rightarrow \infty} \frac{T^{1-\beta}}{\beta \alpha e^{\alpha T^{\beta}}}, \\
& =\frac{(1-\beta)}{(\beta \alpha)^{2}} \lim _{T \rightarrow \infty} \frac{T^{1-2 \beta}}{e^{\alpha T^{\beta}}}=\frac{\prod_{j=1}^{n-1}(1-j \beta)}{(\beta \alpha)^{n}} \lim _{T \rightarrow \infty} \frac{T^{1-n \beta}}{e^{\alpha T^{\beta}}} . \tag{5.3}
\end{align*}
$$

since $0<\beta<1$, by the Archimedean principle, there is a natural number, say $M$, such that $1 / \beta<M$ then it yields that

$$
\begin{equation*}
1-M \beta<0 \tag{5.4}
\end{equation*}
$$

and then we derive that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{T^{1-M \beta}}{e^{\alpha T^{\beta}}}=\lim _{T \rightarrow \infty} \frac{1}{e^{\alpha T^{\beta}} T^{M \beta-1}}=0 \tag{5.5}
\end{equation*}
$$

Hence, we derive that

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left[T e^{-\alpha T^{\beta}}-\int_{0}^{T} e^{-\alpha x^{\beta}} d x\right]=\lim _{T \rightarrow \infty}-\int_{0}^{T} e^{-\alpha x^{\beta}} d x<0 \tag{5.6}
\end{equation*}
$$

such that we obtain

$$
\begin{equation*}
\lim _{T \rightarrow \infty} g(T)=g(\infty)<0 . \tag{5.7}
\end{equation*}
$$

To examine the properties of $g(T)$, we know that

$$
\begin{equation*}
\frac{d}{d T} g(T)=T^{\beta} e^{-\alpha T^{\beta}} h(T) \tag{5.8}
\end{equation*}
$$

where we assume an auxiliary function, denoted as $h(T)$, where

$$
\begin{gather*}
\mathrm{h}(\mathrm{~T})=2 \sum_{\mathrm{i}=1}^{4} \mathrm{C}_{\mathrm{hi}} \mathrm{R}_{\mathrm{i}} \mathrm{~T}^{1-\beta}-\beta \alpha \sum_{\mathrm{i}=1}^{4} \mathrm{C}_{\mathrm{hi}} \mathrm{R}_{\mathrm{i}} \mathrm{~T}, \\
-2 \beta \alpha \sum_{\mathrm{i}=1}^{4}\left(\mathrm{C}_{\mathrm{pi}}-\mathrm{C}_{\mathrm{ai}}\right) \mathrm{R}_{\mathrm{i}} . \tag{5.9}
\end{gather*}
$$

VI. For the Case (i), $0<\beta<1$

For the Case (i), with $0<\beta<1$, it yields that

$$
\begin{equation*}
\frac{d}{d T} h(T)=2 \sum_{i=1}^{4} R_{i} C_{h i}\left(\frac{1-\beta}{T^{\beta}}-\frac{\alpha \beta}{2}\right) \tag{6.1}
\end{equation*}
$$

To simplify the expression of our following discussion, the unique positive root of Equation (6.1) is denoted as $T^{\text {\& }}$, to imply that

$$
\begin{equation*}
T^{\&}=(2(\lambda-1) / \alpha)^{\lambda} \tag{6.2}
\end{equation*}
$$

with $\lambda=1 / \beta$. From Equation (6.1), we know that $\frac{d}{d T} h(T)>0$ for $T^{\&}>T>0$ and $\frac{d}{d T} h(T)<0$ for $T^{\&}<T$. Therefore, $h(T)$ is an increasing function for $T^{\&}>T>0$ and a decreasing function for $T^{\&}<T$. According to the sign of $h\left(T^{\&}\right)$, the following lemmas 1-3 are provided to derive the main Theorem.
We divide our discussion into two Cases: Case (i-1), $h\left(T^{\&}\right) \leq 0$, and Case (i-2), $h\left(T^{\&}\right)>0$.

Lemma 1. If $0<\beta<1$, and Case (i-1), with $h\left(T^{\&}\right) \leq 0$, then the optimal solution $T^{*}$ occurs at infinity.
Proof. Based on

$$
\begin{equation*}
h(0)=-2 \alpha \beta \sum_{i=1}^{4} R_{i}\left(C_{p i}-C_{a i}\right)<0 \tag{6.3}
\end{equation*}
$$

$h(T)$ increases to $h\left(T^{\&}\right) \leq 0$ and then $h(T)$ decreases to $-\infty$, such that $h(T) \leq 0$ for $0<T$. According to Equation (5.3), it shows that $\frac{d}{d T} g(T) \leq 0$, for $0<T$, to imply that $g(T)$ decreases for $0<T$.
According to

$$
\begin{equation*}
g(0)=-2 \sum_{i=1}^{4} C_{o i}<0 \tag{6.4}
\end{equation*}
$$

it implies that $g(T)<0$ for $0<T$. By Equation (5.1), we know that $\frac{d f_{m}(T)}{d T}<0$ for $0<T$. Hence, the minimum value will occur at infinite.

Next, we consider Case (i-2), with $h\left(T^{\&}\right)>0$.
Under the condition of $h\left(T^{\&}\right)>0, h(T)$ increases from,

$$
\begin{equation*}
h(0)=-2 \alpha \beta \sum_{i=1}^{4} R_{i}\left(C_{p i}-C_{a i}\right)<0 \tag{6.5}
\end{equation*}
$$

to

$$
\begin{equation*}
h\left(T^{\&}\right)>0 \tag{6.6}
\end{equation*}
$$

for $T^{\&}>T>0$, and then $h(T)$ decreases from $h\left(T^{\&}\right)>0$ to $h(\infty)<0$. Hence, there are two points, say $T_{1}$ and $T_{2}$, with

$$
\begin{equation*}
0<T_{1}<T^{\&}<T_{2} \tag{6.7}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
h\left(T_{1}\right)=0 \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(T_{2}\right)=0 \tag{6.9}
\end{equation*}
$$

We obtained that $h(T)<0$, for $0<T<T_{1}, h(T)>0$ for $T_{1}<T<T_{2}$ and $h(T)<0$, for $T_{2}<T$.
Consequently, $g(T)$ decreases from the left-hand side boundary point,

$$
\begin{gather*}
g(0)=-2 \sum_{i=1}^{4} C_{o i}<0  \tag{6.10}\\
g\left(T_{1}\right)<0 \tag{6.11}
\end{gather*}
$$

for $0<T<T_{1}$ and then $g(T)$ increases from $g\left(T_{1}\right)<0$ to $g\left(T_{2}\right)$, for $T_{1}<T<T_{2}$. Moreover, $g(T)$ reduces from $g\left(T_{2}\right)$ to $g(\infty)<0$. According to the sign of $g\left(T_{2}\right)$, we divide the Case Case (i-2) into two sub-Cases, Case (i-2-1): $g\left(T_{2}\right) \leq 0$, and Case (i-2-2): $g\left(T_{2}\right)>0$.
Under the condition of Case (i-2-1) with $g\left(T_{2}\right) \leq 0$, we derive the next lemma.

Lemma 2. Under the following conditions, $0<\beta<1$, $h\left(T^{\&}\right)>0$ and $g\left(T_{2}\right) \leq 0$, then the optimal solution $T^{*}$ occurs at infinity.
Proof. Owing to $g(T) \leq 0$ for $T>0$, by Equation (5.1), it shows that $\frac{d f_{m}(T)}{d T}<0$ for $T>0$. Hence, the minimum value will occur at infinity.

In the following, we consider Case (i-2-2) with $g\left(T_{2}\right)>0$.

Under the condition of $g\left(T_{2}\right)>0$, there are two points, say $T_{3}$ and $T_{4}$, that satisfy

$$
\begin{equation*}
T_{1}<T_{3}<T_{2}<T_{4}, \tag{6.12}
\end{equation*}
$$

with

$$
\begin{equation*}
g\left(T_{3}\right)=0 \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(T_{4}\right)=0 \tag{6.14}
\end{equation*}
$$

It follows that $g(T)<0$ for $T_{3}>T>0, g(T)>0$ for $T_{3}<T<T_{4}$, and $g(T)<0$ for $T_{4}<T$.
By Equation (5.1), the objective function, $f_{m}(T)$, decreases for $0<T<T_{3}$ and increases for $T_{3}<T<T_{4}$, such that $T_{3}$ is a local minimum. Moreover, $T_{4}$ is a local maximum as $f_{m}(T)$ decreases for $T_{4}<T$. On the other hand, when $T \rightarrow \infty$ that is another local minimum. We summarize our results in the following lemma.

Lemma 3. If $0<\beta<1, h\left(T^{\&}\right)>0$ and $g\left(T_{2}\right)>0$, then there are two local minimum for $f_{m}(T)$ as $T_{3}$ and $T \rightarrow \infty$ where $T_{3}<T_{2}$ and $g\left(T_{3}\right)=0$.

Based on our proposed three lemmas, the first main result for $0<\beta<1$ is derived in next theorem.

Theorem 1. Under the condition $0<\beta<1$, there are three Cases for the minimum point, $T^{*}$, and minimum value, $f_{m}\left(T^{*}\right)$ :
(a) If $h\left(T^{\&}\right)>0$ and $g\left(T_{2}\right)>0$, then

$$
\begin{equation*}
f_{m}\left(T^{*}\right)=\min \left\{f_{m}\left(T_{3}\right), f_{m}(\infty)\right\} \tag{6.15}
\end{equation*}
$$

(b) If $h\left(T^{\&}\right)>0$ and $g\left(T_{2}\right) \leq 0$, then $T^{*}=\infty$.
(c) If $h\left(T^{\&}\right) \leq 0$, then $T^{*}=\infty$.

## VII. For the Case $\beta=1$

Here, we begin to consider the Case (ii), with $\beta=1$. By Equation (6.1), it yields that

$$
\begin{equation*}
\frac{d}{d T} h(T)=-\alpha \beta \sum_{i=1}^{4} R_{i} C_{h i}<0 \tag{7.1}
\end{equation*}
$$

so $h(T)$ is a decreasing function. According to the sign of $h(0)$, say

$$
\begin{equation*}
h(0)=2 \sum_{i=1}^{4} R_{i} C_{h i}-2 \alpha \beta \sum_{i=1}^{4} R_{i}\left(C_{p i}-C_{a i}\right) \tag{7.2}
\end{equation*}
$$

we divide into two sub-Cases: (ii-1) $h(0) \leq 0$, and (ii-2) $h(0)>0$.

First, we consider the Case (ii-1) with $h(0) \leq 0$. Owing to $h(T)$ decreases from $h(0) \leq 0$, we have that $h(T)<0$ for $T>0$ such that by Equation (5.8), $g(T)$ is a decreasing function. Since

$$
\begin{equation*}
g(0)=-2 \sum_{i=1}^{4} C_{o i}<0 \tag{7.3}
\end{equation*}
$$

it follows that $g(T)<0$ for $T>0$. Moreover, using Equation (5.1), $f_{m}(T)$ is a decreasing function to attain its minimum when $T \rightarrow \infty$. We summarize our findings in the following lemma.

Lemma 4. If $\beta=1$, and Case (ii-1), $h(0) \leq 0$, then the optimal solution occurs at infinite.

Next, we consider the Case (ii-2) with $h(0)>0$. Since $h(T)$ is a decreasing function from $h(0)>0$ decreasing to $h(\infty)<0$ such that there is a point, say $T^{\%}$, with $h\left(T^{\%}\right)=0$. It indicates that

$$
\begin{equation*}
T^{\%}=\frac{2}{\alpha}-\frac{2 \sum_{i=1}^{4} R_{i}\left(C_{p i}-C_{a i}\right)}{\sum_{i=1}^{4} R_{i} C_{h i}}=\frac{h(0)}{\alpha \sum_{i=1}^{4} R_{i} C_{h i}} \tag{7.4}
\end{equation*}
$$

For $0<T<T^{\%}$, it yields that $h(T)>0$ and for $T>T^{\%}$, we obtain that $h(T)<0$. Hence, from Equation (5.8), for $0<T<T^{\%}, g(T)$ increases, and for $T>T^{\%}, g(T)$ decreases.
According to the value of $g\left(T^{\%}\right)$, we divide the problem for $\beta=1$ and $h(0)>0$ into two sub-Cases, Case (ii-2-1): $g\left(T^{\%}\right)>0$ and Case (ii-2-2): $g\left(T^{\%}\right) \leq 0$.
For Case (ii-2-2) with $g\left(T^{\%}\right) \leq 0$, we derive that $g(T) \leq 0$ for $T>0$ such that by Equation (5.1), $f_{m}(T)$ is a decreasing function to attain its minimum at infinite to imply the followimg lemma.

Lemma 5. If $\beta=1$, and $h(0)>0$, and $g\left(T^{\%}\right) \leq 0$, then the optimal solution is attained when $T^{*}=\infty$.

Now, we consider the Case (ii-2-1) with $g\left(T^{\%}\right)>0$. According to $g(T)$ increases from $g(0)<0$ to $g\left(T^{\%}\right)>0$, and then $g(T)$ decreases from $g\left(T^{\%}\right)>0$

Table 1. The computation results from Taylor's series expansion

|  | $n=0$ | $n=1$ | $n=2$ | $n=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $T C_{n}\left(T^{*}=T_{3}\right)$ | $1.049115 \times 10^{7}$ | $1.018879 \times 10^{7}$ | $1.019611 \times 10^{7}$ | $1.019598 \times 10^{7}$ |
| $T C_{n}(3)$ | $1.070000 \times 10^{7}$ | $1.036796 \times 10^{7}$ | $1.037633 \times 10^{7}$ | $1.037619 \times 10^{7}$ |

to $g(\infty)<0$ such that there are two points, say $T_{5}$ and $T_{6}$ that satisfying

$$
\begin{equation*}
T_{5}<T^{\%}<T_{6} \tag{7.5}
\end{equation*}
$$

with

$$
\begin{equation*}
g\left(T_{5}\right)=0 \tag{7.6}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(T_{6}\right)=0 \tag{7.7}
\end{equation*}
$$

Similar to our previous approach, it shows that $T_{6}$ is a local maximum, $T_{5}$ is a local minimum, and $T \rightarrow \infty$ is also a local minimum. We summarize our findings in the following lemma.

Lemma 6. For Case (ii), with $\beta=1$, Case (ii-2), with $h(0)>0$, and Case (ii-2-1) with $g\left(T^{\%}\right)>0$, then there are two local minimum for $f_{m}(T)$ as $T_{5}$ and $T \rightarrow \infty$ where $T_{5}<T^{\%}$, and $g\left(T_{5}\right)=0$.

We combine our previous results for Case (ii), with $\beta=1$ into the following theorem.

Theorem 2. Under the condition of Case (ii), with $\beta=1$, there are three scenarios for the minimum point, $T^{*}$, and minimum value, $f_{m}\left(T^{*}\right)$ :
(a) If $h(0)>0$, and $g\left(T^{\%}\right)>0$, then

$$
\begin{equation*}
f_{m}\left(T^{*}\right)=\min \left\{f_{m}\left(T_{5}\right), f_{m}(\infty)\right\} \tag{7.8}
\end{equation*}
$$

(b) If $h(0)>0$ and $g\left(T^{\%}\right) \leq 0$, then $T^{*}=\infty$.
(c) If $h(0) \leq 0$, then $T^{*}=\infty$.

## VIII. Numerical Example

To compare with the results in Hwang [11], the same numerical example as Example 1 of his paper is considered where $R=1000, \quad C_{a}=4000, \quad C_{h}=400$, $C_{o}=300000, C_{p}=10000, \alpha=0.05, \beta=0.05$, and $\lambda=1 / \beta$. It can be computed so that

$$
\begin{equation*}
T^{\&}=4.133 \times 10^{57} \tag{8.1}
\end{equation*}
$$

with $g\left(T^{\&}\right)>0$, and then

$$
\begin{equation*}
T_{1}=3.158 \times 10^{-2} \tag{8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2}=1.153 \times 10^{58} \tag{8.3}
\end{equation*}
$$

Since it is verified that $f\left(T_{2}\right)>0$, it can be determined that

$$
\begin{equation*}
T_{3}=1.316 \tag{8.4}
\end{equation*}
$$

After comparing the values of $T C\left(T_{3}\right)$ and $\lim _{T \rightarrow \infty} T C(T)$,
the minimum value occurs at $T_{3}$ with

$$
\begin{equation*}
T C\left(T^{*}=T_{3}\right)=1.019598 \times 10^{7} \tag{8.5}
\end{equation*}
$$

If the total cost is computed with the optimal solution by Hwang [11] with $T^{*}=3$, the result is that

$$
\begin{equation*}
T C(T=3)=1.037619 \times 10^{7} \tag{8.6}
\end{equation*}
$$

However, Hwang [11] claimed that the minimum solution will occur at $T^{*}=3$ with

$$
\begin{equation*}
T C\left(T^{*}=3\right)=0.9948303 \times 10^{7} \tag{8.7}
\end{equation*}
$$

To illustrate our solution is indeed the minimum value, Taylor's series expansion, as mentioned in Hwang [11], is referred to for computing the total cost

$$
\begin{align*}
& T C(T)=\left(C_{p}-C_{a}\right) R \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{k!(k \beta+1)} T^{k \beta} \\
& +\frac{C_{h}}{2} R \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{k!(k \beta+1)} T^{k \beta+1}+R C_{a}+\frac{C_{o}}{T} \tag{8.8}
\end{align*}
$$

Motivated by Equation (8.8), it is assumed that for $n=0,1,2,3$, the partial sum for the first $n$ terms in Equation (8.8) is denoted as $T C_{n}(T)$, which means

$$
\begin{align*}
& T C_{n}(T)=\left(C_{p}-C_{a}\right) R \sum_{k=0}^{n} \frac{(-\alpha)^{k}}{k!(k \beta+1)} T^{k \beta} \\
& +\frac{C_{h}}{2} R \sum_{k=0}^{n} \frac{(-\alpha)^{k}}{k!(k \beta+1)} T^{k \beta+1}+R C_{a}+\frac{C_{o}}{T} \tag{8.9}
\end{align*}
$$

The computation results are listed in Table 1.
Table 1 shows that Taylor's series expansion of the total cost is an alternating series converging to its limit very fast. It also illustrates that the results in Equations (8.5) and (8.6) are correct, and the minimum cost is improved by our developed approach, and then the saving rate is $1.8 \%$. The discrepancy in the result in Equation (8.7) from Hwang [11] may be caused by the inaccuracy resulting from the graphical procedure.

## IX. A related Inventory System

In this section, we will examine an inventory system under outsourcing decision and production with two competitive manufacturers, manufacturer A and manufacturer B , to deliver partially substitutable items studied by Xiao et al. [14].
First, we introduce their notation:
c: The unit cost of producing the item for both manufacturers. $\mathrm{a}_{\mathrm{A}}$ : The retail price of the item delivered by manufacturer A , with $\mathrm{a}_{\mathrm{A}}>c$.
$\mathrm{q}_{\mathrm{A}}$ : The quantity produced by manufacturer A .
d : The substitutability coefficient between items of manufacturers A and B , with $0 \leq \mathrm{d} \leq 1$.
$q_{B}$ : The quantity produced by manufacturer $B$.
$\mathrm{a}_{\mathrm{B}}$ : The retail price of the item delivered by manufacturer $B$, with $\mathrm{a}_{\mathrm{B}}>c$.
We recall that Xiao et al. [14] considered two manufacturers $A$ and $B$ to maximize their profit system,

$$
\begin{equation*}
\pi_{A}\left(q_{A}\right)=\left(a_{A}-q_{A}-d q_{B}-c\right) q_{A} \tag{9.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{B}\left(q_{B}\right)=\left(a_{B}-q_{B}-d q_{A}-c\right) q_{B} \tag{9.2}
\end{equation*}
$$

under the condition that both manufacturers delivered the items.
Xiao et al. [14] applied an analytic approach to find the maximum profit solution for the inventory system. We will use the algebraic method to seek the optimal solution.

## X. Our Algebraic Approach

We rewrite Equation (9.1) in the ascending order of $q_{A}$ as follows,

$$
\begin{equation*}
\pi_{A}\left(q_{A}\right)=-q_{A}^{2}+\left(a_{A}-d q_{B}-c\right) q_{A} . \tag{10.1}
\end{equation*}
$$

We begin to complete the square of $q_{A}$ to derive that

$$
\begin{align*}
& \pi_{A}\left(q_{A}\right)=-\left[q_{A}^{2}-2\left(\frac{a_{A}-d q_{B}-c}{2}\right) q_{A}\right. \\
& \left.+\left(\frac{a_{A}-d q_{B}-c}{2}\right)^{2}\right]+\left(\frac{a_{A}-d q_{B}-c}{2}\right)^{2} \tag{10.2}
\end{align*}
$$

We simplify the expression of Equation (10.2) to derive that

$$
\begin{gather*}
\pi_{A}\left(q_{A}\right)=\left(\frac{a_{A}-c-d q_{B}}{2}\right)^{2} \\
-\left(q_{A}-\frac{a_{A}-c-d q_{B}}{2}\right)^{2} \tag{10.3}
\end{gather*}
$$

We observe that the coefficient of the square term, $\left(q_{A}-\frac{a_{A}-c-d q_{B}}{2}\right)^{2}$, in Equation (10.3), is -1 , that is a negative number to attain the maximum profit value, we should have that

$$
\begin{equation*}
q_{A}=\frac{a_{A}-c-d q_{B}}{2} \tag{10.4}
\end{equation*}
$$

We plug the results of Equation (10.4) into Equation (9.2) and rewrite it in the ascending order of $q_{B}$ as follows,

$$
\begin{gather*}
\pi_{B}\left(q_{B}\right)=\frac{2-d^{2}}{(-2)}\left(q_{B}\right)^{2}, \\
+\left(a_{B}-c-\frac{d}{2}\left(a_{A}-c\right)\right) q_{B} . \tag{10.5}
\end{gather*}
$$

We begin to complete the square of $q_{B}$ to derive that

$$
\begin{gathered}
\pi_{B}\left(q_{B}\right)=\frac{2-d^{2}}{(-2)}\left[\left(q_{B}\right)^{2},\right. \\
+\frac{(-2)}{2-d^{2}}\left(a_{B}-c-\frac{d}{2}\left(a_{A}-c\right)\right) q_{B} \\
\left.+\left(\frac{a_{B}-c-d\left(a_{A}-c\right) / 2}{2-d^{2}}\right)^{2}\right],
\end{gathered}
$$

$$
\begin{equation*}
+\frac{2-d^{2}}{(2)}\left(\frac{a_{B}-c-d\left(a_{A}-c\right) / 2}{2-d^{2}}\right)^{2} . \tag{10.6}
\end{equation*}
$$

We simplify the expression of Equation (9.8) to derive that

$$
\begin{gather*}
\pi_{B}\left(q_{B}\right)=\frac{2-d^{2}}{(2)}\left(\frac{a_{B}-c-d\left(a_{A}-c\right) / 2}{2-d^{2}}\right)^{2} \\
+\frac{2-d^{2}}{(-2)}\left[q_{B}-\frac{\left(a_{B}-c-d\left(a_{A}-c\right) / 2\right)}{2-d^{2}}\right]^{2} \tag{10.7}
\end{gather*}
$$

We observe that the coefficient of the square term, $\left[q_{B}-\frac{\left(a_{B}-c-d\left(a_{A}-c\right) / 2\right)}{2-d^{2}}\right]^{2}$, in Equation (10.7), is $\frac{2-d^{2}}{(-2)}$, that is a negative number to attain the maximum profit value, we should have that

$$
\begin{equation*}
q_{B}=\frac{\left(a_{B}-c-d\left(a_{A}-c\right) / 2\right)}{2-d^{2}} \tag{10.8}
\end{equation*}
$$

After we derive the optimal solution of $q_{B}$, we plug our findings from Equation (10.8) into Equation (10.4) to derive the optimal solution, denoted as $q_{A}$. It follows,

$$
\begin{gather*}
q_{A}=\frac{a_{A}-c-d q_{B}}{2} \\
=\frac{a_{A}-c}{2}-\frac{d}{2} \frac{\left(a_{B}-c-d\left(a_{A}-c\right) / 2\right)}{2-d^{2}} \tag{10.9}
\end{gather*}
$$

We begin to simplify the results of Equation (10.9), and then we obtain that

$$
\begin{align*}
q_{A}= & \frac{\left(a_{A}-c\right)\left(2-d^{2}\right)}{2\left(2-d^{2}\right)}-\frac{d\left(a_{B}-c\right)}{2\left(2-d^{2}\right)} \\
& +\frac{\left(d^{2} / 2\right)\left(a_{A}-c\right)}{2\left(2-d^{2}\right)} \tag{10.10}
\end{align*}
$$

Motivated by Equation (10.10), we further simplify the expression of to $q_{A}$ find that

$$
\begin{equation*}
q_{A}=\frac{\left(a_{A}-c\right)\left(2-\left(d^{2} / 2\right)\right)}{2\left(2-d^{2}\right)}-\frac{d\left(a_{B}-c\right)}{2\left(2-d^{2}\right)} \tag{10.11}
\end{equation*}
$$

## XI. An Alternative Approach

Based on our findings of Equations (10.8) and (10.11), we derive that

$$
\begin{equation*}
\pi_{A}=\frac{\left[\left(4-d^{2}\right)\left(a_{A}-c\right)-2 d\left(a_{B}-c\right)\right]^{2}}{16\left(2-d^{2}\right)^{2}} \tag{11.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{B}=\frac{\left[2\left(a_{B}-c\right)-d\left(a_{A}-c\right)\right]^{2}}{8\left(2-d^{2}\right)} \tag{11.2}
\end{equation*}
$$

We observe our results of Equations (10.8) and (10.11) to reveal that they are not symmetric to the index of A and B. Similarly, we examine our results of Equations (11.1) and (11.2) to realize that they are also not symmetric respect to the index A and B .
We recall that the expressions of Equations (9.1) and (9.2) are symmetric with respect to the index A and B. Consequently, it is reasonable to predict that the optimal solutions should be
symmetric with respect to the index A and B. Hence, in the following, we present an alternative approach.
We rewrite Equation (9.2) in the ascending order of $q_{B}$ and then complete the square of $q_{B}$ to derive that

$$
\begin{gather*}
\pi_{B}\left(q_{B}\right)=\left(\frac{a_{B}-c-d q_{A}}{2}\right)^{2} \\
-\left(q_{B}-\frac{a_{B}-c-d q_{A}}{2}\right)^{2} . \tag{11.3}
\end{gather*}
$$

To derive the maximum value of Equation (11.3), we find that

$$
\begin{equation*}
q_{B}=\frac{a_{B}-c-d q_{A}}{2} \tag{11.4}
\end{equation*}
$$

We solve the system consisting of Equations (10.4) and (11.4) to imply that

$$
\begin{equation*}
q_{A}=\frac{2\left(a_{A}-c\right)-\left(a_{B}-c\right) d}{4-d^{2}} \tag{11.5}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{B}=\frac{2\left(a_{B}-c\right)-\left(a_{A}-c\right) d}{4-d^{2}} \tag{11.6}
\end{equation*}
$$

We observe our new findings of Equations (11.5) and (11.6) to know that they are symmetric with respect to the index systems A and B.
We plug the results of Equations (11.5) and (11.6) into Equations (9.1) and (9.2) to yield that

$$
\begin{equation*}
\pi_{A}=\frac{\left[2\left(a_{A}-c\right)-d\left(a_{B}-c\right)\right]^{2}}{\left(4-d^{2}\right)^{2}}=\left(q_{A}\right)^{2} \tag{11.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{B}=\frac{\left[2\left(a_{B}-c\right)-d\left(a_{A}-c\right)\right]^{2}}{\left(4-d^{2}\right)^{2}}=\left(q_{B}\right)^{2} \tag{11.8}
\end{equation*}
$$

We observe our new findings of Equations (11.7) and (11.8) to know that they are symmetric with respect to the index systems A and B. Therefore, we derive an alternative approach to obtain symmetric results for the optimal point and profit.

## XII. Direction for Future Research

In this section, we provide some possible directions for future research. Wang and Chiang [15] examined the ordered weighted averaging operator to provide a further study. Chen and Cheng [16] developed a simple algorithm to evaluate the order time duration for inventory models with a linear demand. Wang et al. [17] considered the consistency test in the analytic hierarchy process to point out several questionable results in previously published papers. Cheng and Chen [18] studied contradictory pairwise comparison matrices in the analytic hierarchy process to show that those improvements contained questionable findings. Prasetyo et al. [19] examined the fuel subsidies in Indonesia using clustering large applications, partitioning around medoids, and K-Means. Aripin et al. [20] amend compound emotional text classification performance in the multichannel convolutional neural network model. Wu [21] constructed a new inventory model under fuzzy restriction and fuzzy demand to derive a formulated optimal solution. Using naive Bayes classifier and Bayesian logistic regression, Yanuar et al. [22] classified death risk for those COVID-19 patients. Referring to Covid-19 Cases, Novianti et al. [23] developed
geographically weighted logistic regression models with spatial binomial data to examine whether there is non-stationarity. For the flooded passenger vehicles, Al-Qadami et al. [24] examined a 3-dimensional numerical study on the critical orientation. According to the improved Salp swarm algorithm, Long et al. [25] considered the optimal allocation of DGs in radial distribution networks. Sulistiawanti et al. [26] used multivariate exponentially weighted moving variance charts and multivariate exponentially weighted moving averages to monitor water quality under residual XGBoost regression. Based on our above discussion, researchers can find hot study spots for their future developed models and algorithms.

## XIII. Conclusion

This paper presents an analytical procedure to address inventory systems designed for handling manufacturing items in an ameliorating environment. The optimality of our proposed analytical procedure is demonstrated, and a numerical example cited from Hwang [11] is referred to for comparison. Our findings on the numerical example also reveal a considerable approximation improvement compared to the graphical procedure used by Hwang [11]. Based on our developed theorems, researchers can systematically determine where to locate the optimal replenishment cycle under various conditions.
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