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Abstract—We study the paper of Ishii and Konno for a 

stochastic newsboy problem with fuzzy shortages cost. 
The purpose of this note is threefold. First, we review 
their approach and point out their questionable results. 
Second, we revise their system. Third, by the same 
numerical example with fuzzy shortage cost in their 
paper, we provide an illustrative example to demonstrate 
our findings. We suggest researchers do not adopt the 
comparison between fuzzy numbers proposed by Ishii 
and Konno. 
 

Index Terms—Optimal ordering quantity, Fuzzy min 
order, Fuzzy shortage cost, Fuzzy sets, Inventory system 
 

I. INTRODUCTION 

N the past, there were many methods to compare two fuzzy 
numbers. Most researchers are eager to develop new 

systems, and only some previously published methods have 
been scrutinized by authors and following readers. In this 
article, we will study a paper to show that their source model 
(traditional model) has an optimal solution. Still, on the other 
hand, their new fuzzy model needed an optimal solution that 
would reveal that in their development, the comparison 
approach between fuzzy numbers contains severe problems.  
Petrovic et al. [1] considered the newsboy problem in a fuzzy 
environment with imprecise demand, overage cost, and 
shortage cost. Ishii and Konno [2] extended Petrovic et al. [1]. 
This paper will prove that the theoretical results contained 
questionable derivations such that Theorems 2 and 3 of Ishii 
and Konno [2] are invalid. Our findings will help researchers 
realize inventory models under a fuzzy environment. 

II. REVIEW OF THEIR RESULTS  

Ishii and Konno [2] considered a newsboy problem with 
the unit purchasing cost b , unit selling cost a b , and the 
unit lost sale penalty, which is the unit shortage cost c .  

The daily demand is a random variable, say Y , with a 

probability density function,  p y .  

When a newsboy purchases newspapers, the actual 

demand is y . His total profit, say  ,e x y , is denoted as 

follows: 
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           (2.1) 

They mentioned that the expected profit, say  E x , 

would be derived as 
Eሺxሻ ൌ ∑ eሺx, yሻpሺyሻ∞

୷ୀ଴   
ൌ ∑ ሾሺa ൅ bሻy െ bxሿ୶

୷ୀ଴ pሺyሻ  
൅∑ ሾax െ cሺy െ xሻሿpሺyሻ∞

୷ୀ୶ାଵ .                  (2.2) 
For later development, we rewrite equation (2.2) as 

Eሺxሻ ൌ ax ൅ ሺa ൅ bሻ∑ ሺy െ xሻpሺpሻ୶
୷ୀ଴   

െc∑ ሺy െ xሻpሺpሻ∞
୷ୀ୶ାଵ .                        (2.3) 

and then  

     E x x c x   ,                    (2.4) 

with 

       
0

x

y

x ax a b y x p y


    ,        (2.5) 

and  

     
1y x

x y x p y


 

    .             (2.6) 

They tried to find a local maximum, say at x , then 

   1E x E x  ,                      (2.7) 

and  

   1E x E x  .                      (2.8) 

They found the conditions to ensure that x  is a local 
maximum:  

Eሺxሻ ൒ Eሺx െ 1ሻ 
฻∑ pሺyሻ୶ିଵ

୷ୀ଴ ൑
ୟାୡ

ୟାୠାୡ
,                        (2.9) 

and 

     
0

1
x

y

a c
E x E x p y

a b c


   

  .   (2.10) 

This paper has revised typo errors in Ishii and Konno [2]. 

They mentioned that the optimal solution, say *x , satisfies 
the following condition  

   
* *1

0 0

x x

y y

a c
p y p y

a b c



 


 

    ,       (2.11) 

and it is uniquely determined. 
Next, they considered the newsboy model with fuzzy 
shortage cost, say c , and its membership function 

    max ,0c t L t m    where L is a shape function 

with (a)    L t L t   for t in the universe of disclose, (b) 

  1L t   if and only if 0t  , (c)  L t  is non-increasing 
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on  0, , and (d) Let   0 inf 0 0t t L t    be the 

zero point of L . Then 00 t   .  

Based on equation (4), they found the expected profit 

function, say  E x , as follows:  

     E x x c x    .                    (2.12) 

They assumed that  

   C x E x   ,                           (2.13) 

and a new auxiliary function denoted as αሺxሻ, with  

   x x      
1y x

y x p y


 

  ,       (2.14) 

to imply that  

     C x c x x    ,                      (2.15) 

such that the maximum problem of  E x  becomes the 

minimum problem of  C x . The membership function 

   C x
t   of  C x  is given by  

 
 

( )
max ,0

t m x x
L

x

 


    
      

.         (2.16) 

They defined a fuzzy number A  with its membership 

function,  A
t  , such that (a) there is a unique point, say 

A
m  , defined as the center of A , with   1

A A
m   , (b) 

 A
t   is non-decreasing on  ,

A
m   , and (c)  A

t   is 

non-increasing on ,
A

m   . 

For two fuzzy numbers A  and B , A B   if and only if the 

following holds: (i) 
BA

m m  , (ii) there is a number, say d , 

such that (a) 
BA

m d m   , (b)    BA
t t    for all 

t d , and (c)    BA
t t    for all t d .  

A fuzzy number A  with its membership function 

  max ,0
A

t m
t L


     

  
 , is then denoted by 

 ,
L

A m   such that m  is the center of A .  

For two fuzzy numbers  ,
L

A m  , and  ,
L

B n  , 

Ishii and Konno [2] mentioned the following theorem. 
 

Theorem 1 of Ishii and Konno [2]. If  ,
L

A m  , and 

 ,
L

B n  , then  

A B      0t n m     .        (2.17) 

 

They also defined a new order relation as follows. Let 
0 1   be an arbitrary but fixed number. For any two 

fuzzy numbers  ,
L

A m  , and  ,
L

B n  , they 

assumed an order with a parameter   by 

A B
   

0

0 0

0

( ) ,

( ) ,

( ) .

a t n m or

b t n m t or

c n m t and

 
    

    

   
     
    

 (2.18) 

By equation (1.15), we know that  

     C x m x x   ,                    (2.19) 

is the center of  C x , and then we may denote   C x  as  

      ,
L

C x C x x .                   (2.20) 

Ishii and Konno [2] tried to find the conditions to ensure that 

   1C x C x   and    1C x C x   such that x  

being a local minimum. Under the assumption in Section II, 

   
0

x

y

F x p y


   is the accumulated probability, from 

equations (1.5), (1.14), and (1.19), they derived that  
Cሺxሻ െ Cሺx െ 1ሻ 

ൌ ሺa ൅ b ൅mሻFሺx െ 1ሻ െ ሺa ൅ mሻ,            (2.21) 
Cሺx ൅ 1ሻ െ Cሺxሻ 

ൌ ሺa ൅ b ൅mሻFሺxሻ െ ሺa ൅ mሻ,              (2.22) 
and 

     1 1 1x x F x      .           (2.23) 

We will point out their questionable derivation in the 
following section. 

III. THEIR QUESTIONABLE RESULTS  

We quote their theorem 2 in the following.  
 
Theorem 2 of Ishii and Konno [2]. The optimal purchasing 

quantity, fx , of the above fuzzy version problem exists 

between lx  and ux , where lx  is the greatest integer x  

satisfying  1
a m

F x
a b m


 

 
 and ux  the smallest 

integer x  satisfying   0

0

a m t
F x

a b m t

 


  
.  

Proof. Since  
Cሺxሻ െ Cሺx െ 1ሻ െ t଴|αሺx െ 1ሻ െ αሺxሻ|  
ൌ b∑ pሺyሻ െ ሺa ൅ m൅ t଴ሻ୶ିଵ

୷ୀ଴ ∑ pሺyሻ∞
୷ୀ୶   

ൌ  a ൅m ൅ t଴  
െሺa ൅ b ൅m൅ t଴ሻ∑ pሺyሻ୶ିଵ

୷ୀ଴ ,                 (3.1) 
and 

0

0

a m t a m

a b m t a b m

  


    
,                   (3.2) 

it holds that  

   1C x C x   ,                           (3.3) 

by Theorem 1 if  

Engineering Letters

Volume 32, Issue 2, February 2024, Pages 305-314

 
______________________________________________________________________________________ 



 

 1
a m

F x
a b m


 

 
.                        (3.4) 

We have derived that 
Cሺx ൅ 1ሻ െ Cሺxሻ െ t଴|αሺx ൅ 1ሻ െ αሺxሻ|  

ൌ ሺa ൅ b ൅m൅ t଴ሻFሺxሻ െ ሺa ൅ m൅ t଴ሻ.         (3.5) 
Thus, according to Theorem 1,  

   1C x C x   ,                           (3.6) 

if  

  0

0

a m t
F x

a b m t

 


  
.                        (3.7) 

These two inequalities imply that fx  exists between lx , 

and ux .  
 
Next, Ishii and Konno [2] considered the optimal purchasing 

quantity, fx , in the sense of   fuzzy minimum order, and 

then we quote their theorem 3.   
 

Theorem 3 of Ishii and Konno [2]. Let fx  be the smallest 

integer x  satisfying   0

0

a m t
F x

a b m t




 


  
. Then fx  

exists between lx , and ux .  
 
Proof. We can show the result of Theorem 3 by replacing 

0t  with 0t . 

IV. OUR IMPROVEMENTS  

We point out that equation (3.1) is false. The corrected 
expression should be revised as follows, 

Cሺx െ 1ሻ െ Cሺxሻ െ t଴|αሺx െ 1ሻ െ αሺxሻ|  
ൌ  a ൅m െ t଴  

െሺa ൅ b ൅mെ t଴ሻFሺx െ 1ሻ,                    (4.1) 
such that if  

 0

0

1
a m t

F x
a b m t

 
 

  
,                    (4.2) 

then  

   1C x C x   ,                        (4.3) 

holds.  
Equation (3.5) is correct, and then it yields that if  

  0

0

a m t
F x

a b m t

 


  
,                      (4.4) 

then  

   1C x C x   ,                         (4.5) 

holds.  
 

If we follow their approach, then it derives that  

  0

0

1
a m t a m

F x
a b m t a b m

  
  

    
, 

 0

0

a m t
F x

a b m t

 
 

  
.                (4.6) 

Now, we compare equations (2.11) and (4.6) to discover that 
equation (2.11) has a unique solution for the newsboy 
problem. However, equation (4.6) does not have a solution.  
However, from  

  0

0

1
a m t

F x
a b m t

 
 

  
,               (4.7) 

that means there is an upper bound, Ux , such that for  

 0,1,..., Ux x ,                        (4.8) 

the condition 

  0

0

1
a m t

F x
a b m t

 
 

  
,                (4.9) 

holds.  
On the other hand, from  

 0

0

a m t
F x

a b m t

 


  
,                  (4.10) 

that means there is a lower bound, Lx , such that for  

 ,1 ,...L Lx x x  ,                    (4.11) 

the condition  

 0

0

a m t
F x

a b m t

 


  
,                 (4.12) 

holds. 

In general, 0t  is defined as   0 inf 0 0t t L t   , for 

a fuzzy number such that  

0 0t  ,                               (4.13) 

and then it yields that 

 0,1,..., Ux   ,1 ,...L Lx x  ,       (4.14) 

such that there is no solution for equation (4.6). Hence, their 
Theorem 2 is false.  
 
Next, we consider their Theorem 3. According to their new 
fuzzy order, we may claim that Ishii and Konno [2] believed 
that  

0n m t     ,                   (4.15) 

holds, and then they tried to find conditions to ensure that  

0t n m     .                  (4.16) 

 
 

Table 1. Demand distribution and accumulative distribution 
 

0p  1p  2p 3p  4p  5p 6p 7p 8p  9p 10p  11p  12p
0.03 0.03 0.05 0.08 0.11 0.12 0.14 0.14 0.12 0.10 0.05 0.03 0.03
0.03 0.06 0.11 0.19 0.30 0.42 0.56 0.70 0.82 0.92 0.97 1.00 1.03
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Based on Theorem 2, lx  is independent of 0t  such that they 

accepted that lx  is also independent of 0t . However, 

based on our revision of Theorem 2, the improved version of 
Theorem 3 will be expressed as  

  0

0

1
a m t a m

F x
a b m t a b m




  
  

    
 

 0

0

a m t
F x

a b m t




 
 

  
.              (4.17) 

Under the restriction of 0 1  , equation (4.17) has no 
solution. 
For the case with 0  , that is, the fuzzy newsboy model is 
reduced to the classic newsboy model, then equation (4.17) is 
simplified to equation (2.11), and then there is a unique 
solution. Therefore, we may conclude that Theorem 3 of Ishii 
and Konno [2] is false for the fuzzy newsboy model.  

V. REVIEW OF THEIR NUMERICAL EXAMPLES  

We consider the same numerical example as in Ishii and 
Konno [2] with the following data, 200a  , 300b  , 

0 100t  , 100c m   and the demand distribution is 

listed in the second row of Table 1. To help the comparison 
when applying Theorem 2, we also list the accumulative 

distribution,  F x , with    
0

x

y

F x p y


  , for 

0,1,...,12x   in the third row of Table 1. The unit shortage 

cost is given by the L fuzzy number  max ( 100),0L t  . 

The third row of Table 1 reveals that the total probability is 
exceeded 1 such that there must be a minor modification of 

the values for jp , with 0,1,...,12j  .  

For the deterministic unit shortage cost, by equation (2.11), 
with c m , Ishii and Konno [2] examined that  

∑ pሺyሻ୶ౣିଵ
୷ୀ଴ ൑

୫ାୟ

୫ାୠାୟ
  

ൌ
ଷ଴଴

଺଴଴
൑ ∑ pሺyሻ୶ౣ

୷ୀ଴ ,                         (5.1) 

to find the optimal ordering quantity,  

6mx  .                                  (5.2) 
For the model with fuzzy unit shortage cost, they applied 
Theorem 3 with  

0

0

400
0.571

700

a m t

a b m t

 
 

  
,       (5.3) 

to imply that  

7fx  .                                  (5.4)          

VI. REVISIONS FOR THEIR NUMERICAL EXAMPLE  

Following our revision, with the condition,  

  0

0

2
1 0.4

5

a m t
F x

a b m t

 
   

  
,           (6.1) 

then the solution is 

 0,1, 2,3, 4,                                (6.2) 

and for  

 0

0

4
0.571

7

a m t
F x

a b m t

 
  

  
,          (6.3) 

then the solution is 

 7,8,9,10,11,12 ,                        (6.4) 

such that  

 0,1, 2,3, 4,   7,8,9,10,11,12  ,       (6.5) 

as we proposed in equation (4.14).  
 

For completeness, we may change 11 0.02p  , and 

12 0.01p   such that the total probability, 
12

0
j

j

p

 , becomes 

1. Moreover, we point out that this modification will not 
influence the previous discussion to illustrate that Theorems 
2 and 3 of Ishii and Konno [2] are false. 

VII. DIRECTIONS FOR FUTURE RESEARCH 

We studied some recently published articles to reveal 
possible directions for future studies. Cheng and Chen [3] 
examined Kwiesielewicz and van Uden [4], Chang et al. [5], 
and Xu [6] to point out their unsolved problems and then 
provided revisions. Wang et al. [7] studied Deng et al. [8], 
Murphy [9], Ardajan [10], Chu et al. [11], Wang and Chen 
[12], and Aguaron and Moreno-Jimenez [13] to provide 
improvements. Chen and Cheng [14] reviewed Mitra et al. 
[15], Xiao and Qi [16], and Tung et al. [17] to show several 
amendments. Wang and Chiang [18] considered Filev and 
Yager [19], Mandal et al. [20], Bustince et al. [21], and 
Cárdenas-Barrón [22] to offer new derivations. Wu [23] 
showed Glock et al. [24], Liberatore and Nydick [25], and 
Finan and Hurley [26] that can be revised by a mathematical 
approach. Wang et al. [27] provided new findings for D'Urso 
et al. [28], VanDeWater and DeVries [29], and Karapetrovic 
and Rosenbloom [30]. Lin [31] presented improvements for 
Saaty and Vargas [32], Lin [33], Chu et al. [34], and Yen et al. 
[35]. Wang and Lin [36] studied Hung et al. [37], Ronald et al. 
[38], and Lin et al. [39] to present several new results. Wang 
and Chen [12] examined Aguaron and Moreno-Jimenez [13], 
and Yen [40] to obtain novel derivations. Yang and Chen [41] 
solved questionable results in Yen [40], Osler [42], Çalışkan 
[43], and Çalışkan [44] to help researchers to realize the 
genuine mathematical procedure. Yen [45] revised Çalışkan 
[46] and Çalışkan [47], and then he demonstrated his findings 
can be applied to Wee et al. [48], Çalışkan [49], and Minner 
[50]. Yen [40] reviewed Luo and Chou [51], Chang et al. [5], 
Cárdenas-Barrón [52], and Grubbström and Erdem [53] to 
explain their solution process, and then Yen [40] constructed 
a new algebraic method to handle inventory models. Yen [40] 
also obtained new findings for Chang and Schonfeld [54]. 
Our literature review shows that practitioners can locate hot 
spots for future studies. 

VIII. REVISION OF A RELATED PROBLEM 

    The second part of this article is a further study of the 
article by Karapetrovic and Rosenbloom [55] that presented 
several examples to show that a decision-maker might seem 
reasonable in making the pairwise comparison of the analytic 
hierarchy process. Still, they may need to pass the 
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consistency test. In this discussion, we will show that there 
are many questionable derivations when they set up their 
comparison matrix and derived their result. Slight revisions 
in the judgments provide more accurate priorities that do not 
violate the inconsistency bounds. Thus, their claim of 
examples that violate consistency and are paradoxes of the 
analytic hierarchy process is unjustified. According to these 
findings, the consistency test of the analytic hierarchy 
process is still a viable way to check the consistency of a 
comparison matrix in decision-making. 
Decision problems in planning, resource allocation, and 
conflict resolution, involve many criteria, sub-criteria, and 
alternatives. The analytic hierarchy process helps to achieve 
consensus in tasks involving the ranking of alternatives by 
aggregating heterogeneous opinions from decision-makers 
using a paired comparisons approach. The analytic hierarchy 
process is an effective and efficient multicriteria 
decision-making tool for synthesizing group preference. 
However, sometimes, the pairwise comparison matrices are 
inconsistent and do not pass the consistency test proposed by 
Saaty [56]. Karapetrovic and Rosenbloom [55] provided 
three examples to illustrate judgments that are neither 
illogical nor random violate the consistency test established 
in the AHP. In addition, six papers that we know of, 
Kwiesielewicz and van Uden [57], Chakraborty and Banik 
[58], VanDeWater and DeVries [59], Ma et al. [60], Pramod 
et al. [61], and Cho and Cho [62] have cited Karapetrovic and 
Rosenbloom [55] in their references. However, none of them 
pointed out that the work of Karapetrovic and Rosenbloom 
[55] is questionable. In this study, we will provide detailed 
explanations to indicate how these comparison matrices are 
generated and then point out questionable conclusions 
obtained from their derivation, which, in turn, explains how 
the three examples in Karapetrovic and Rosenbloom [55] do 
not represent paradoxes in the consistency test of the analytic 
hierarchy process. In the next section, we consider each 
example separately. 

IX. REVIEW AND REVISION OF THREE EXAMPLES  

    Karapetrovic and Rosenbloom [55] provide three 
examples of pairwise comparison matrices that appear 
reasonable, logical, and non-random but do not pass the 
consistency test. As a result, these authors criticize the 
consistency test of the analytic hierarchy process and propose 
using a control approach.  
In what follows, we (a) review their examples, (b) point out 
questionable results in their derivation, and (c) propose 
improvements. 
 
9.1 The first example 
(i) Review 
In their first Example, Karapetrovic and Rosenbloom [55] 
assumed that there are three alternatives c , b  and a . A 
decision maker believes the following relationships: (i) a  is 

weakly more important (denoted by 3) than b , (ii) a  is 

weakly more important (denoted by 3)  than c , (iii) and b  is 
weakly more important (denoted by 3) than c . The pairwise 
comparison matrix can be written as 

1 3 3

1 3 1 3 .

1 3 1 3 1

A

 
   
  

                         (9.1) 

We found the random index 58.0 , consistency index 

068.0CI , and maximum eigenvalue max 3.136  , so 

the comparison matrix A  did not pass the consistency test of 
around 0.05. 
Karapetrovic and Rosenbloom [55] mention that the priority 

vector    , , 0.584,0.281,0.135a b cw w w   is consistent 

and reasonable with the views of the decision-maker. 
 
(ii) Our revision   
Based on the priority vector of Karapetrovic and Rosenbloom 
[55], we obtain a new pairwise comparison matrix. If the 

priority vector  , ,a b cw w w  =  0.584,0.281,0.135  is 

vaguely contained in the mind of the decision maker, 

according to 078.2ba ww , 326.4ca ww  and 

081.2cb ww , then we may posit that the pairwise 

comparison matrix should be revised as follows 


















12141

2121

421

A ,                           (9.2) 

with 3max   and 0CI  to pass the consistency test.     

Based on the comparison matrix of Equation (6.2), the new 

priority vector is    143.0,286.0,571.0,, cba www  

which is comparable with the priority vector above. However, 
our new pairwise comparison matrix passes the consistency 
test. If we compare the (1, 2) entries in Equations (6.1) and 
(6.2) above, we find that “ a  is weakly more important than 

b ” has been overestimated. Similarly, the comparison of the 
(1, 3) entries, “ a  is weakly more important than c” is 
underestimated. We observe that the decision maker has not 
used the intermediate values, 2 and 4, in the 1-9 scale 
proposed by Saaty [56]. Consequently, their calculation is 
artificially problematic. 
    From a decision maker’s viewpoint, if we check their 
derivation, that a  is weakly more important than b  and c , 

then the relative ratio between b  and c  should range from 
very close to equally important. If the decision maker still 
accepts that b  is more important than c, then the 
intermediate value “2” would be an appropriate choice. 
Hence, a revised comparison matrix should be as follows 


















12131

2131

331

A ,                            (9.3) 

with 054.3max   and 027.0CI  thus passing the 

consistency test. The modified priority vector 

   157.0,229.0,594.0,, cba www  is comparable with 

the previous results. The preceding shows that their first 
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example is not a counterexample to the consistency test of the 
analytic hierarchy process if the intermediate values of the 
1-9 scale are used. 
 
9.2 The second example  
(i) Review 
    For the children’s game “Stone, Scissors, and Paper,” 
Karapetrovic and Rosenbloom [55] claim that a logical 
practitioner will rank paper over stone by “b” (where 1b ), 

and rank paper over scissors by “ b1 ”. Therefore, the 

pairwise comparison matrix is 


















11

11

11

bb

bb

bb

B .                            (9.4) 

They discovered that if 14.1  b , then B  would pass the 

consistency test. On the other hand, if 4.19  b , then B  
would not pass the consistency test. The priority vector 

   , , 1 3,1 3,1 3paper scissors stonew w w  ,           (9.5) 

is reasonable and correct. 
 
(ii) Our revision 
We accept their assertion that the priority vector is suitable 
since paper beats stone, scissors beat paper, and stone beats 
scissors. That directly implies that they have the same 
weights. Hence, the priority vector is 

   , , 1 3,1 3,1 3paper scissors stonew w w  .      (9.6) 

Equation (9.6) can be directly decided by game's rules, so 
creating a comparison matrix to evaluate the priority vector is 
unnecessary. 
Let us reconsider their pairwise comparison matrix. They 

used “a” to express paper beats stone and used “ a1 ” to 

denote paper was beaten by scissors. It indicates that 
Karapetrovic and Rosenbloom [55] assumed that “a” stands 

for “wins” and “ a1 ” represents  “defeats”.  1 1a a   

yields the following results: 
“wins” multiplied by “defeats” becomes one.        (9.7) 

In the 2007 baseball season, the Yankee baseball team played 
162 games with 94 wins and 68 defeats. Usually, it yields the 
winning rate being  

%02.58
162

94
 .                          (9.8) 

We may say that the winning rate  %02.58
162

94
  and the 

losing rate 

%98.41
162

68
 ,                         (9.9) 

so the ratio of wins added to the ratio of defeats equals one. 
However, if we still want to derive that “wins” multiplied by 
“defeats” become one, then the winning rate becomes  

382.1
68

94
 ,                            (9.10) 

and the losing rate becomes  

723.0
94

68
 .                            (9.11) 

The above winning rate, 1.382, and losing rate, 0.723, need 
further explanation. In the “Paper, Scissors, Stone” game, 
paper always beats stone. On the other hand, paper always 
loses to scissors. We observe that this implies that the value 
of 1 a  tends to zero and the value of a  tends to  . However, 

our observation indicates that their construction of a 
comparison matrix in equation (4) will violate the 1-9 scale 
bounded set proposed by Saaty [56]. Hence, a fundamental 
problem in their second example is that it does not have the 
required conditions of equation (5). Accordingly, we 
conclude that their second example did not offer a 
counterexample for the consistency test of AHP. 
 
9.3 The third example 
(i) Review 
They considered the next dice game. Two players each have 
four dice where the six faces of Dice A: two zeros and four 
ones, the six faces of Dice B: all threes, the six faces of Dice 
C: four twos and two sevens, and the six faces of Dice D: 
three ones and three fives. Each player rolls his chosen dice, 
and the player with the highest face number wins.  
Dice A defeats dice B two-thirds of the time; Dice A defeats 
dice C four-ninths of the time, and Dice A defeats dice D 
one-third of the time. Hence, the pairwise comparison matrix 
is 





















12112

212145

12121

215421

A ,             (9.12) 

where the random index is 90.0 , with consistency index 

169.0CI , and the maximum eigenvalue 507.4max  , 

so that A  did not pass the consistency test. They mentioned 
that the priority vector   

 DCBA wwww ,,,  

 246.0,262.0,253.0,239.0 ,             (9.13) 

is quite reasonable in this scenario.   
 
(ii) Our revision 

We point out that entries 5413 a  and 4531 a  are not 

in the permissible range of a 1-9 bounded set, 

 9,...,2,1,21,...,81,91 , as proposed by Saaty [56]. 

Therefore, the revised entries should be 113 a , and 

131 a . 

After our revision, the winning rates of A over B, B over C, C 
over D, and D over A are all the same so that, based on their 
second example, we assume that the winning rate of A over B 
is “g”. Hence, the winning rates of A over D, B over A, C 

over B, and D over C are assumed as “ g1 ”. It implies that 

the revised pairwise comparison matrix can be abstractly 
expressed as 
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



















111

111

111

111

gg

gg

gg

gg

G ,               (9.14) 

with the maximum eigenvalue  gg 12max  , 

where    321  ggCI  and the priority vector 

 DCBA wwww ,,,  

 25.0,25.0,25.0,25.0 .                 (9.15) 

Since the random index for four-by-four comparison matrices 
is 0.90, our revised pairwise comparison matrix will pass the 
consistency test if   

     90.01.0321  gg ,            (9.16) 

holds. From  

0127.22  gg ,                     (9.17) 

we imply that  
672.1598.0  g .                     (9.18) 

Because winning is preferred by almost everyone, the natural 
restriction of “a” should be that 1a . Hence, we know that 
when  

672.11  g ,                         (9.19) 

then our revised pairwise comparison matrix will pass the 
consistency test. 
From our result of the condition 672.11  g , we point 

out the fundamental assumption in their third example as 
follows 

winning rate of A over B = 2,              (9.20) 
Karapetrovic and Rosenbloom [55] implicitly assumed that 

2BA ww .                             (9.21) 

If their approach for the third example, of equations (9.20) 
and (9.21) is valid, then for their second example, the 
corrected winning rate of paper over stone should be  . 

Hence, the entry of 12a  in equation (9.4) should be changed 

to  , which is beyond the 1-9 bounded scale proposed by 
Saaty [56]. Here, we point out that their Examples 2 and 3 
contradict each other.   
Moreover, if we reconsider the four dice problem under the 
restriction of 1-9 bounded scale proposed by Saaty [56] and 
equation (9.12), it yields the following ratios among dices A, 

B, C, and D, where Aw , Bw , Cw  and Dw  denote their 

priority weight, respectively, 

1AA ww , 2BA ww , 1CA ww , 

2/1DA ww , 1BB ww , 2CB ww , 

1DB ww , 2/1AB ww , 1CC ww , 

2DC ww , 1AC ww , 2/1BC ww , 

1DD ww , 2AD ww , 1BD ww , 

and  

2/1CD ww .                          (9.22) 

We may list these four dices, repeated in a row, C, D, A, B, C, 
D, A, B, C, D, A, B, …, to discover that a dice will beat the 
right dice by 2, and lose to the left dice by 1/2, and make it 

even with the following two right (that is the next two left) 
dice. 
If we recall their second example, to list the “Paper, Scissors, 
Stone” repeated in a row, … paper, scissors, stone, paper, 
scissors, stone, paper, scissors, stone, … to illustrate that 
paper defeats the left one, stone, and loses to the right one, 
scissors. It indicates that their Example 3 is an extension of 
their Example 2. In their Example 2, paper, stone, and 
scissors are equally important. Similarly, in their Example 3, 
after we revised the entries of aଵଷ and aଷଵ, those four dices 
should be equally important. It implies that constructing a 
pairwise comparison matrix to derive a questionable priority 
vector in equation (13), or an improved priority vector in 
equation (15), becomes redundant. 
Besides, if the relative winning percentage is already known 
by a decision maker, then we may provide a probabilistic 
approach to derive the priority vector without referring to 
AHP. From  

1AA ww , 2BA ww , 1CA ww , 

and  

2/1DA ww ,                          (9.23) 

it yields that winning percentages of A  over , , ,A B C  and 

D  are 1 2 , 2 3 , 1 2 , and 1 3 , respectively. Next, we 

directly use the probabilistic method to compute the winning 
percentage of A  as 

ଵ

ସ
ቀ
ଵ

ଶ
ቁ ൅

ଵ

ସ
ቀ
ଶ

ଷ
ቁ ൅

ଵ

ସ
ቀ
ଵ

ଶ
ቁ ൅

ଵ

ସ
ቀ
ଵ

ଷ
ቁ ൌ

ଵ

ଶ
,             (9.24) 

since four dices , , ,A B C  and D  have the same probability, 

1 4 , that will be selected by a player. Similarly, the winning 

percentage of , ,B C  and D  is also 1 2 .  

After normalization, the priority vector, equation (9.15), can 
be directly obtained. 
 
Based on the above discussion, we explained in detail that all 
three examples in Karapetrovic and Rosenbloom [55] 
contained questionable results. They did not provide 
evidence that paradoxes exist in the consistency test of Saaty 
[56]. On the basis of these results, we discuss that one can 
continue to be confident in using the consistency tests of 
AHP.  

X. APPLICATION TO A RELATED MODEL 

We examined a related model to show our mathematical 
analysis can help researchers realize their problems. Xiao et 
al. [63] used the analytic method to solve the maximum 
problem of the following inventory model, 

     
1

1
1111111

2
,

L
Lpr

t
cpLpT

  ,    (10.1) 

where 1p  is the price and 1L  is the lead time. 

We will apply a hybrid method that consists of algebraic 
approaches and analytic procedures to find the optimal 
solution of equation (10.1). We rewrite equation (10.1) in the 

descending order of 1p  to imply that 

    111
2
1111

22
, pLrc

t
p

t
LpT  


 , 
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 
1

1
11

2

L
rLc

t

  .                       (10.2) 

We complete the square for 1p  to yield that 

 
1

1

2

11
1111 2

2
,

L

Lrc
p

t
LpT

 





 




  

    2
11114

2

1
LrcrLc

t
  .      (10.3) 

Owing the coefficient of 

2

11
1 2







 


Lrc

p


 is 
t

2
 

which is a negative number, for the maximum problem we 

know the optimal solution for 1p  is derived as 

2
11

1

Lrc
p


 .                      (10.4) 

We simplify the expression to assume that 

  11
LT 






 

 1
11

11 ,
2

L
Lrc

pT

 ,    (10.5) 

to derive that 

  11
LT

 
1

12
1

2

2
L

t

rc
L

t





 

 
1

1
2

1

2 Lt

rc 



 .                        (10.6) 

Now we are facing the following problem: How did 
researchers find the maximum value of Equation (10.6)? 
Based on equation (10.6), we derive that 

   12
1

11
1

1
Lf

tL
L

dL

d
T  ,                (10.7) 

where  1Lf  is an auxiliary function, which is defined as 

follows, 

    1
2
11

3
1

2
1  tLrcLLf  .        (10.8) 

We examine the first and the second  derivative of  1Lf  to 

obtain that 

  1
1

Lf
dL

d   11
2
1

2 23 LrcL   ,      (10.9) 

and 

  12
1

2

Lf
dL

d  rcL  11
2 26  .      (10.10) 

Owing to equation (10.9), we solve   01
1

Lf
dL

d
 to locate 

two solutions: 

01 L ,                               (10.11) 

and 

 
3

2 1
1

cr
L


 .                        (10.12) 

Referring to equation (10.10), we solve   012
1

2

Lf
dL

d
 to 

derive an inflection point, 

3
1

1

cr
L


 .                        (10.13) 

Consequently, we show that  1Lf  is concave down for 







 


3

, 1cr
 and concave up for 






 


,

3
1


cr

, with a 

local maximum at 01 L , and a local minimum at 

3
1

1

cr
L


 . 

Based on equation (10.8), we obtain that 

  00 1  tf .                     (10.14) 

We recall that Xiao et al. [63] already found the condition to 

guarantee 
 

0
3

2 1 





 


cr

f  as 1  . 

Based on our above discussion, we show that  1Lf  

decreases from   00 f  to 
 

0
3

2 1 





 


cr

f , and then 

 1Lf  increases to infinite such that there are two points, 

denoted as aL1  and bL1 , that satisfies 

  01 aLf ,                           (10.15) 

  01 bLf ,                             (10.16) 

and 

 





3
2

0 1
1

cr
La bL1 ,             (10.17) 

We recall equation (10.7) to know that  11
1

L
dL

d
T  and 

 1Lf  have the same sign. Hence, we derive the following 

three sub-domain for the monotonic property of  11 LT : 

(i) For aLL 110  ,   

  011
1

L
dL

d
T ,                     (10.18) 

(ii) For ba LLL 111  ,   

  011
1

L
dL

d
T ,                     (10.19) 

(iii) For  11 LLb ,   

  011
1

L
dL

d
T .                    (10.20) 

Based on our results of equations (10.18-10.20), we imply 

that aLL 11   is a local maximum point, and bLL 11   is a 

local minimum point. On the other hand, 1L  is a 

boundary point which is a candidate for a local maximum 
point. 
However, we recall equation (10.4) that indicate that there is 

an upper bound for 1L  as 

1
1 L

rc





,                      (10.21) 
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to guarantee the positivity of the price, 01 p . 

Consequently, 1L  will not be a candidate for a local 

maximum point. 

XI. A NEW OPEN QUESTION 

In this section, we will proposed a new open question for 
future study. We claim that to solve the maximum problem of 

 11
LT  in equation (10.6) by a pure algebraic method that 

will be an interesting research topic. 
Based on our past experience, we implicitly accept the first 
critical point is the global maximum point, that is denoted as 

*
1L . 

We compute that 

 *
11 LT  1

*
11 LLT   

  31
1

*
1

*
1

*
1

2

2
L

LLLt

L






 

   
   21

1
*
1

*
1

*
11

2*
1

2

2

23
L

LLLt

LcrL

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Next, if we only concern the term with 1L  and neglect 

those terms containing  21L  or  31L . Consequently, 

we will try to solve the following equation: 

     01

2*
11

3*
1

2   tLcrL .     (11.2) 

Now, we compare equations (10.8) and (11.2) that are 
identical to indicate that using algebraic methods to solve the 
maximum problem of equation (10.6) is possible. 
In the following, we may provide a possible decomposition 

of  11
LT  to help researchers. 
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Lt




  .   (11.3) 

XII. CONCLUSION 

We studied the paper of Ishii and Konno for a newsboy 
problem with fuzzy shortage cost and then explained that 
their approach did not solve the problem. Here, we may point 
out that one possible direction to solve the problem is to 
consider another different approach to comparing two fuzzy 
numbers. Our contribution will help researchers delete one 
questionable comparison method between fuzzy numbers 
from the competition list. We also discussed three examples 
of Karapetrovic and Rosenbloom [55] to reveal their 
questionable results, and then we presented our revisions. 
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