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Join us in highlighting and celebrating the 2022 Carnegie Mellon Statistics & Data Science

Summer Undergraduate Research Experience (SURE) program ULl USRS 4
& Data Science offered an 8 week summer undergraduate experience this year with two
themes: Data Science in Sports Analytics (aka CMSACamp) and CMU-Optum Bridges to
Healthcare Data Science. While the applications are in sports and healthcare analytics, the
program is focused on developing skills in statistical and data science methodology and being +
able to apply these skills to a wide range of problems and contexts. Professional skills

development is also emphasized. The program culminates in a final group project with

external clients/advisors. Below you'll see reports created by the students detailing their work

in this year's projects.

https://www.stat.cmu.edu/cmsac/sure/2022/materials/
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SURE 2022

Program description “

Instructors

Director, Instructor: Ron Yurko (ryurko@andrew.cmu.edu) is an incoming Assistant Teaching Professor in the Department of
Statistics & Data Science at Carnegie Mellon University. He received his PhD in Statistics at CMU in 2022 under supervision of &
Professor Kathryn Roeder and Professor Max G’Sell. His research focuses on developing methods at the interface of inference
and machine learning, oriented towards problems in statistical genetics and sports analytics. Previously, he received his BS in O
Statistics (also) at CMU in 2015, briefly worked in finance, as well as with the Pittsburgh Pirates and Zelus Analytics.

Teaching Assistant: Nicholas Kissel (nkissel@andrew.cmu.edu) is a third year statistics PhD student at CMU. He received an
MS in statistics and BS in math & statistics from Pitt in 2019. He is am primarily interested in developing methods for
generating model confidence sets. More broadly, he is interested in creating inferential procedures for machine learning
modeling methods, as well as developing accessible statistical tools that are applicable to natural and social science research.

« Teaching Assistant: Meg Elli d (i \drew.cmu.edu) is a first-year student in the PhD program in statistics at
CMU. She graduated from Kenyon College and briefly taught high school statistics before entering graduate school. Meg
participated in CMSACamp Summer 2020 and is very excited to be involved again this year. She is interested in applications of
statistics and data science in sports, public health, and neuroscience.

* Teaching Assi: Wanshan Li ’ drew.cmu.edu) is a fifth year PhD student in Statistics at CMU. He received a BS
in Maths & Applied Maths from Peking University in 2017. He had research experience on network and text data analysis,
especially on community detection and topic modelling, and currently he is working with Professor Alessandro Rinaldo on
ranking, change point analysis, and other related problems in high-dimensional statistics.

* Teaching Assistant: Kenta Takatsu (ktakatsu@andrew.cmu.edu) is a first year PhD student in Statistics at CMU. He received a
BS in Computer Science from Cornell University in 2019. Before transferring to CMU, he was a graduate student at UMass v ]
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Lectures

Ron Yurko

Contents
Lecture Title HTML Rmd
Lecture 0 Welcome to SURE: Background and overview HIML Rmd
Lecture 1 Exploring data: Into the tidyverse HTML Rmd
Lecture 2 Data Visualization: The grammar of graphics and ggplot2 HIML  Rmd
Lecture 3 Data Visualization: Visualizing 1D categorical and continuous variables HTML Rmd
Lecture 4 Data Visualization: Visualizing 2D categorical and continuous by categorical HTML Rmd
Lecture 5 Data Visualization: Density estimation HTML Rmd
Lecture 6 Clustering: K-means HIML Rmd
Lecture 8 Presentations: And working with xaringan and xaringanthemer HTML Rmd
Lecture 9 Model-based clustering: Gaussian mixture models HIML Rmd
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Clustering

Hierarchical clustering

June 15th, 2022
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Minimax linkage

* Each cluster is defined by a prototype observation (most representative)
» Identify the point whose farthest point is closest (hence the minimax)
Centroid

Complete Minimax

s Use this minimum-maximum distance as the measure of cluster dissimilarity
* Dendogram interpretation: each point point is < h in dissimilarity to the prototype of cluster

« Cluster centers are chosen among the observations themselves - hence prototype

https://www.stat.cmu.edu/cmsac/sure/2022/materials/lectures/slides/07-Hierarchical-
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Minimax linkage example

* Easily done in R via the protoclust package

s Use the protoclust () function to apply the
clustering to the dist () object

1library (protoclust)
nba_minimax <- protoclust(player_dist)
gedendrogram(nba_minimax,
theme_dendro = FALSE,
labels = FALSE,
leaf_labels = FALSE) +
labs(y = "Maximum dissimilarity from prototy
theme_bw() +
theme (axis.text.x = element_blank(),
axis.title.x = element_blank(),
axis.ticks.x = element_blank(),
panel.grid =

Maximum dissimilanty rom prototype

';!T"tw!&

element_blank()) ;i
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Minimax linkage example

* Use the protocut() function to make the cut

* But then access the cluster labels c1

minimax_player_clusters <-
protocut(nba_minimax, k = 4)
nba_filtered_stats %>%
mutate(player_clusters =
as. factor (minimax_player_clusterss$c
ggplot(aes(x = std_x3pa, y = std_trb,
color = player_clusters)) +
geom_point(alpha = 0.5) +
ggthemes: :scale_color_colorblind() +
theme_bw() +
theme (legend.position = "bottom")

std_tib

std_xdpa

player_clusters + 1« 2« 3 = 4

21
https://www.stat.cmu.edu/cmsac/sure/2022/materials/lectures/slides/07-Hierarchical-
clustering.html#35

2 O | E custeing x |+
&« G B https.//www.stat.cmu.edu/cmsac/sure/2022/materials flectures/slides/07-Hierarchical clustering html#35 A I W m &= @
Minimax linkage example
* Want to check out the prototypes for the three clusters
s protocut returns the indices of the prototypes (in order of the cluster labels)
minimax_player_clusters$protos
## [1] 468 347 1603 251
» View these player rows using slice:
nba_filtered_stats %>%
dplyr::select(player, pos, age, std_x3pa, std_trb) %>%
slice(minimax_player_clusters$protos)
: 4 x5
pos age std_x3pa std_trb
<chr> <dbl> <dbl> <dbl>
## 1 Domantas Sabonis C-PF 25 —1,62 1.99
## 2 Jalen Suggs PG 26 0.161 -0.691
## 3 Luka Doncic PG 22 1.53 8.955
## 4 Ben MclLemore 56 28  2.47 -1.28 2
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Wrapping up...

= For context, how does player position (pos) relate to our clustering results?

table("Clusters" = minimax_player_clusters$cl, "Positions"

]

A

MW & @ =

nba_filtered_stats$pos)

@

4 Positions

## Clusters € C-PF PF PF-SF PG PG-SG SF S5F-5G SG SG-PG S5G-SF
## 1 71 2 34 o o e 8 8 &

## 2 13 0 54 1 88 B B 5 90

## K a 4 e 2 e 6 a 3

#e 4 0 e 1 e 2 e 2 e 9

* Can see positions tend to fall within particular clusters...

= What's the way to visually compare the two labels?

* We can easily include more variables - just changes our distance matrix

« But we might want to explore soft assignments instead...
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