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Abstract—A plethora of real-life applications of recommender 

systems in the Web exists. These systems help users to deal with 
information overload, by providing personalized 
recommendations regarding online content and services. Due to 
the dynamic and changing parameters of the various application 
contexts, careful testing and parameterization has to be carried 
out before a recommender system is finally deployed in a real 
setting. This paper proposes a Web-based tool that allows for 
simulated testing of a special class of multi-criteria recommender 
systems, namely multi-attribute collaborative filtering systems. 
More specifically, it introduces a number of collaborative filtering 
algorithms that are based on Multi-Attribute Utility Theory 
(MAUT), and presents the design and implementation of  a 
Web-based tool termed as the Collaborative Filtering Simulator 
(CollaFiS), which may be used for their simulated testing. The 
specification of CollaFiS is described using the Unified Modelling 
Language (UML). In addition, a characteristic scenario of the 
CollaFiS usage is illustrated. 

In a recommender system, the items of interest and the user 
preferences are represented in various forms, which may 
involve one or more variables. Particularly, in systems where 
recommendations are based on the opinion of others, it is 
crucial to incorporate the multiple criteria that affect the users’ 
opinions into the recommendation problem. Several 
recommender systems have already been engaging multiple 
criteria for the production of recommendations. Such systems, 
referred to as multi-criteria recommenders, early demonstrated 
the potential of applying multi-criteria decision making 
(MCDM) methods to facilitate recommendation in numerous 
application domains. These include movie recommendation 
[25], [26], [29], [30], restaurant recommendation [38], product 
recommendation [2], [8], [10], [14], [17]-[19], [27], [34], [36], 
[37], and others [31].  

Most evaluation studies of recommender systems [6], [9], 
[12], [28] indicate that careful testing and parameterization has 
to be carried out, before a recommender system is finally 
deployed in a real setting. On the other hand, most current 
multi-criteria recommenders usually remain at a design or 
prototyping stage of development. Testing methods and tools 
that may support their systematic implementation and 
evaluation in the context of real-life applications are limited. 
Experimental testing for multi-criteria recommenders could be 
greatly facilitated by a testing tool that would allow the 
simulated execution of multi-criteria recommendation 
algorithms under controlled experimental conditions, similar to 
tools proposed for single-criterion recommenders, e.g., [24]. In 
addition, single-criterion systems use, for their experimental 
testing, publicly available data sets from real operation, e.g., the 
MovieLens, EachMovie and Jester data sets [13], [22]. Such 
data sets may be freely used by recommender systems’ 
researchers, in order to experimentally test new features or 
systems, e.g., proposed recommendation algorithms, in a 
simulated environment, before their actual deployment. In a 
similar manner, the systematic evaluation of multi-criteria 
recommenders would require their experimental investigation 
using data sets with multi-criteria evaluations [13]. 
Unfortunately, multi-criteria evaluation data sets from real-life 
applications are not publicly available until today, therefore 
only experimental data sets that have been collected through 
pilot user studies or synthetic (simulated) data sets can be used 
for this purpose.  

 
Index Terms—Collaborative filtering, Multi-Criteria Decision 

Making, Recommender systems, Simulation. 
 

I. INTRODUCTION 
The area of Web-based recommender systems attracts high 

research interest due to its challenging open issues [1]. Internet 
users are often becoming overwhelmed by the flow of online 
information, and are in need of adequate tools to help them 
manage the situation [11]. Recommender systems are a family 
of such tools. The term “recommender system” generally 
describes any system that produces individualized 
recommendations as output, or has the effect of guiding the 
user in a personalized way to interesting or useful items, in a 
large space of possible options [7]. There is an abundance of 
real-life applications of recommender systems in the Web, 
which may help Internet users to deal with information 
overload by providing personalized recommendations 
regarding online content and services [23]. The application 
domains range from recommendation of commercial products 
such as books, CDs and movies, to recommendation of more 
complex items such as quality methods and instruments [20]. 
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recommenders, namely multi-criteria (or multi-attribute) 
collaborative filtering systems. The proposed testing tool 
allows for the creation of a synthetic data set with multi-criteria 
evaluations, while manually defining several of its features. It 
also provides the option of selecting and executing one or more 
of multi-attribute collaborative filtering algorithms upon the 
created data set. In this way, the performance of the algorithms 
may be studied under experimental conditions that mimic the 
ones expected during actual operation. The remainder of the 
paper is structured as follows. Section 2 introduces how 
collaborative filtering is modeled as a MCDM problem, and 
describes the multi-attribute algorithms that are considered for 
the tool. In section 3, the specification of the Collaborative 
Filtering Simulator (CollaFiS) is described. Section 4 describes 
a usage scenario of CollaFiS. Finally, in section 5 the 
conclusions of this study and directions for future research are 
outlined. 

)(max, sUsCc c

Ss∈
=∈∀         (1) 

In most recommender systems, the utility function 
usually considers one attribute of an item, e.g., its 

overall evaluation or rating. Nevertheless, utility may also 
involve more than one attributes of an item. The 
recommendation problem therefore becomes a multi-attribute 
or multi-criteria one.  
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Engaging Multi-Attribute Utility Theory (MAUT) [15], the 
recommendation problem in collaborative filtering systems 
may be defined as a decision problem with multiple variables, 
called multi-attribute collaborative filtering, in the following 
manner. The multiple attributes describing an item s are defined 
as a set of criteria upon which a user evaluates the item. The 
utility function  is then referred to as the total utility of 
an item s, which is calculated by synthesizing the partial 
utilities of the item s on each one of the criteria. The criteria are 
non-decreasing real valued functions, defined on S as follows:  
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In related research, the problem of recommendation has been 
identified as the way to help individuals in a community to find 
the information or products that are most likely to be interesting 
to them or to be relevant to their needs [16]. It has been further 
refined to the problem of (i) predicting whether a particular 
user will like a particular item (prediction problem), or (ii) 
identifying a set of N items that will be of interest to a certain 
user (top-N recommendation problem) [9]. A particular class of 
recommender systems is collaborative filtering ones. This 
section aims to introduce multi-attribute collaborative filtering 
and the algorithms that will be integrated in CollaFiS. 

A. Collaborative Filtering Problem Modeling 
Collaborative filtering systems help people make choices 

based on the opinions of other people, and actually automates 
the process of “word-of-mouth” recommendations: items are 
recommended to a user based upon evaluations assigned to 
them by other people with similar taste [32], [35]. In 
collaborative filtering, the recommendation problem can be 
formulated as follows [1]: let C be the set of all users and S the 
set of all possible items that can be recommended. We define 

 as a utility function that 
measures the appropriateness of recommending an item s to 
user c. It is assumed that this function is not known for the 
whole C x S space but only on some subset of it. Therefore, in 
the context of recommendation, we want to use the evaluations 
that users in C have provided about items in S, in order to be 
able for each user c∈C: 
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(i) to estimate (or approach) the utility function  for 

an item s of the space S for which  is not yet 
known; or, 
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(ii) to choose a set of N items  that will maximize 

: 
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where gi(s) is the evaluation of the item s on the ith criterion 
(i=1,…,n). Thus, the multi-criteria evaluation of a item s∈S is 
given as a vector [ ])(),...,(),()( 21 sgsgsgsg n= .  

The approach adopted for preference modeling belongs to 
the family of Value Focused ones [15]. It formulates the global 
preference model as an additive value function, where an 
importance weight is associated with each evaluation criterion. 
Assuming that there is no uncertainty during the decision 
making, the total utility of a item s∈S for a user c∈C can be 
expressed as: 
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where is the partial utility function of the item s on 

criterion g
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i for the user c,  is the evaluation that user c 
has given to the item s on criterion g
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indicating the importance of criterion gi for the particular user 
c, with: 
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The linear function of (3) is the simplest and most popular 
form of an additive value function. Other forms that could be 
used include an ideal point model, dependencies and 
correlations, as well as diminishing utility forms [31]. 

B. Proposed Algorithms 
Let us assume that a set of users  has evaluated a 

subset of items E from the whole population of available items 
S (that is ). As mentioned before, the goal of 
recommendation is to provide to a particular user c

CM ⊆

SE ⊆
C∈ (who 

we will refer to as the active user), with an estimation of the 
total utility of the items that this user has not evaluated yet. This 
corresponds to the prediction of the total utility , for 

each item 
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CollaFiS tool, three different multi-attribute collaborative 
filtering algorithms are considered: the Similarity Per Priority 
(PW) algorithm, the Similarity Per Evaluation (PG) algorithm, 
and the Similarity Per Partial Utility (PU) algorithm. These 
algorithms are described elsewhere [21] and belong to the 
family of “neighborhood-based” ones [6], [12]. They create a 
“neighborhood” of  users that have similar 
preferences with the active user and who have previously 
evaluated , and calculate the prediction of  
according to how the users in the neighborhood D have 
evaluated . That is, if we assume that is the number 
of users in a neighborhood D, the algorithms aim to predict 

according to the z utilities of this item for 

each neighbor . Differences exist in the way each 
algorithm calculates the similarity between the preferences of 
the active user to the preferences of other users. In addition, 
several design options are considered for the further 
parameterization of the algorithms, according to related 
literature for single-criterion recommendation algorithms [6], 
[12]. This leads to a number of different variations for each one 
of the three algorithms [21]. 
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III. COLLAFIS SPECIFICATION AND DEPLOYMENT 
CollaFiS is a Web-based testing tool that aims to support 

people interested in parameterizing and evaluating the 
introduced collaborative filtering algorithms under various 
experimental conditions. More specifically, the general 
requirements for CollaFiS have been the following: 
• To allow the creation a synthesized data set of 

multi-criteria evaluations, while manually defining some 
of its features. For example, it should allow the 
manipulation of the total number of items that may be 
recommended; the number and scales of the criteria upon 
which items may be evaluated; the total number of users 
that provide an evaluation of items; and the total number of 
multi-criteria evaluations that users have already provided 
over items.  

• To facilitate the preparation of a data set with multi-criteria 
evaluations for the execution of an algorithm on it. That is, 
to allow for splitting of a data set into a training and a 
testing component. The training component will have to be 
used as input for the tested algorithm, in order to provide 
recommendations about the items of the testing 
component. Several options for splitting the data set should 
be provided, e.g., “50%-50%”, “80%-20%”, “90%-10%”, 
and “all-but-one” splittings. 

• To allow for the selection of one from the considered 
multi-attribute collaborative filtering algorithms, allowing 
for their parameterization (according to the variety of 
available design options). 

• To execute the parameterized algorithm and measure its 
performance according to different metrics. More 

specifically, to predict the evaluation of each item in the 
testing component, using the training component as input. 
Then, to measure the mean absolute error (MAE) of all 
predictions compared to the actual evaluations, the number 
of items in the testing component for which it was possible 
to produce a prediction (coverage), as well as the total 
execution time needed for calculating a single prediction. 

In the following paragraphs, a software development process 
is followed in order to model these requirements into system 
specifications and implement the initial version of CollaFiS. 

A. Software Development Process 
Software development involves a number of steps to be 

carried out, so that a software system is properly modelled, 
analysed, designed, specified and implemented. For CollaFiS, 
we use the Unified Modelling Language (UML) and follow the 
Rational Unified Process (RUP) [4]. UML is the de-facto 
software industry standard modelling language for visualizing, 
specifying, constructing and documenting the elements of 
systems in general, and software systems in particular [5]. It 
provides a rich set of graphical artifacts to help in the elicitation 
and top-down refinement of software systems from 
requirements capture to the deployment of software 
components [33]. In UML, a system is described using 
different levels of abstraction and considering various views 
(i.e. Business view, Use Case view, Design and Process view, 
Implementation view). Each view is realized using different 
UML modelling tools (diagrams). UML is largely 
process-independent, meaning that it can be used with a 
number of software development processes. RUP is an iterative 
software development process that is especially well suited to 
UML. The RUP development starts with four process 
workflows (business modelling, requirements or system use 
case modelling, analysis and design, and implementation) that 
adopt the various UML views, and continues with five more 
process workflows (test, deployment, configuration 
management, project management and environment). The four 
UML–based process workflows are: 
• Business modelling that describes the structure and 

dynamics of the business activities around the system. It 
results in UML Business Use Case Diagrams, Activity 
Diagrams and analysis-level Class Diagrams with business 
entities. 

• Requirements or System Use Case Modelling that 
describes user requirements using UML Use Case 
Diagrams. It results in identifying actors, use cases, and 
Use Case Diagrams. 

• Analysis and design that describes the structural and 
architectural aspects of the system. Analysis results in 
describing the flow of events in use cases by developing 
analysis-level UML Sequence or Collaboration Diagrams. 
Design results in developing design-level UML Sequence 
or Collaboration Diagrams, Class Diagrams, Statechart 
Diagrams, Component Diagrams and a Deployment 
Diagram. 



 
 

 

• Implementation that takes into account the above UML 
Diagrams in order to develop software components and 

integrate them in an initial version of the software system. 
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Fig. 1: The CollaFiS Business Use Case Diagram. 

 

B. RUP Application for CollaFiS 
In this section, the four UML-based process workflows for 

CollaFiS are described in detail.  
 
Business Modeling 

Business modelling concentrates on the business activities 
that will be generally supported by the testing tool (referred to 
here as the CollaFiS business), while the rest of process 
workflows focus on the software system that will be built. It 
concerns the identification of business actors (anyone or 
anything that is external to the CollaFiS business but interacts 
with it), business workers (roles within the CollaFiS business), 
and business use cases (a group of related workflows within the 
CollaFiS business that provide value to the business actors). A 
Business Use Case Diagram illustrates business use cases, 
business actors, and business workers for business activities, as 
well as the interactions between them. Activity Diagrams can 
also be used to model the workflow through a particular 
business use case. 

The CollaFiS business refers to the usage of a Web-based 
testing tool that will facilitate its users with the execution of 
multi-attribute collaborative filtering algorithms on synthetic 
and real data sets. Thus, the business actors that will take 
advantage of the CollaFiS business are the following: 
• Recommendation Researchers, who are working on 

multi-criteria recommenders and are interested into 
exploring how the proposed algorithms perform under 
various conditions, by controlling the algorithm and data 
set parameters. For example, they use CollaFiS to test how 
the proposed multi-attribute algorithms perform on various 
forms of data sets, e.g., very large and sparse ones. 

• Online System Developers, who are interested to 
implement a multi-attribute collaborative filtering system 
in a particular environment. These developers are expected 
to use CollaFiS in order to test which algorithm performs 
better under conditions similar to the ones of a particular 
application context, e.g., an e-market. 

Both business actors can be considered as a general business 
actor called User of the CollaFiS business. Furthermore, the 
business worker of CollaFiS is the following: 
• Administrator, who is an entity internally concerned with 

the administration of the CollaFiS tool and its proper 

operation, managing user accounts, or uploading external 
data sets. 

The above business actors and worker are involved in a 
number of business use cases, which are outlined in the 
CollaFiS Business Use Case Diagram (Fig. 1).  

 
Requirements  

Use cases and actors define the scope of the system built [4]. 
Use cases include anything that is inside the system. Actors 
include anything that is external, interacting with the system. 
Reconsidering the CollaFiS business actors, we identified 
these:  
• User, a researcher or developer that uses CollaFiS in order 

to create some synthetic data set(s), and test how some 
algorithm variation(s) perform on a selected data set. 

• Administrator, responsible for the proper functioning of 
CollaFiS, update with new data sets, and management of 
user accounts. 

The above actors are engaged in a number of CollaFiS 
system use cases, which are: 
• Create User Account, concerns submitting a registration 

request to the CollaFiS tool so that a user profile is created. 
• Approve User Account, concerns checking and approving 

(or not) a user registration request. 
• Delete User Account, concerns removing a user account 

from the tool. 
• Login, concerns logging into the CollaFiS tool. It aims to 

allow only registered users to perform certain operations. 
• Create Data Set, concerns using the tool to create a 

synthetic data set with the desired properties, defining 
parameters such as number of users, number of items, 
number and scales of criteria, as well as number of 
evaluations. After the data set is created, the user views its 
properties, e.g., mean evaluations per user, mean 
evaluations per item, percentage of items evaluated. 

• Prepare Data Set, concerns processing a data set that has 
been created or imported, in order to prepare it for the 
algorithm execution. The initial data set can be divided into 
two or more component sub-sets. Each sub-set is then split 
into a training component and a testing one, of a desired 
size, e.g., the splitting may be “50%-50%” or “80%-20%”. 
After the preparation, the user views the properties of the 



 
 

 

produced sub-sets and components, e.g., how many evaluations each component includes. 
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Fig. 2: The CollaFiS Use Case Diagram. 

 
• Execute Algorithm, concerns selecting which algorithm 

will be used for the simulation and the targeted data set, 
defining the algorithm parameters to be considered, e.g., 
number of neighbors to be used for producing a 
recommendation, and executing the prameterized 
algorithm on the selected data set. After the simulation is 
completed, the results are presented to the user. 

• View Data Sets, concerns providing an overview of the 
data sets currently available to the tool, and of their 
properties. 

• Import Data Set, concerns uploading to the CollaFiS tool 
an existing data set (usually with real and not synthetic 
data), following the appropriate format so that the 
simulation tool can process it. 

• Delete Data Set, concerns removing a data set from the 
CollaFiS tool. 

Fig. 2 illustrates the CollaFiS Use Case Diagram that 
provides an overview of the identified actors and use cases, as 
well as, the interactions between them. 

 
Analysis and Design 

In the CollaFiS tool, use cases are supported by a set of 
corresponding sub-systems. The following CollaFiS 
sub-systems have been identified: 
• Interface sub-system, responsible for the interaction with 

the users, passing information to and from users to 
CollaFiS. 

• Algorithms sub-system, responsible for the execution of 
the algorithms, the production of recommendations, and 

the measurement of performance, based on the information 
in the data sets. 

• Data Set Processing sub-system, responsible for 
processing an initial data set and preparing it for being 
used in a simulation. 

• Data Set Database sub-system, responsible for storing the 
initial and the processed data sets. 

• User Account Management sub-system, responsible for the 
creation, update and deletion of user accounts.  

• Users Database sub-system, responsible for storing the 
information of the user accounts. 

During the CollaFiS analysis, the interactions between the 
involved actors and the CollaFiS sub-systems are illustrated 
using Sequence Diagrams. Fig. 3 presents the Sequence 
Diagram for the Prepare Data Set use case. Similar Sequence 
Diagrams have been produced for the rest of the CollaFiS use 
cases.  

During the CollaFiS design, a number of Class Diagrams 
have been developed, representing the information that 
CollaFiS sub-systems hold and exchange. Class Diagrams are 
used to display the classes in a system. Fig. 4 illustrates the 
Class Diagram for the Prepare Data Set use case. A Component 
Diagram displays the components in the system and the 
dependencies between them, where components are the 
physical modules of software code. Fig. 5 presents the 
Component Diagram for the case of the Prepare Data Set use 
case. Similar Component Diagrams have been produced for the 
rest of the CollaFiS use cases. 
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Fig. 3: The Sequence Diagram for Prepare Data Set use case. 
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Fig. 4: The Class Diagram for Prepare Data Set use case. 
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Fig. 5: The Component Diagram for Prepare Data Set use case. 

 
 



 
 

 

The final result of the CollaFiS design is the Deployment 
Diagram. A Deployment Diagram is concerned with the 
physical deployment of the system, including issues such as the 
network layout and the location of components in the network. 
It illustrates all nodes of the system network, the connections 
between them, and the processes that will run on each one. Fig. 
6 presents the CollaFiS Deployment Diagram. 
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Fig. 6: The CollaFiS tool Deployment Diagram. 

 
Implementation 

The implementation process workflow has led to the initial 
version of the system. More specifically, following the results 
of the previous workflows, a first version of CollaFiS has been 
implemented. Fig. 7 and Fig. 8 present characteristic 
screenshots of the system. More specifically, Fig. 7 presents a 
screenshot of how the properties of a synthetic data set are 
provided prior to its creation. Fig. 8 presents a screenshot of 
characteristic simulation results.  

The CollaFiS prototype has been developed using MySQL 
and PHP technologies in order to be easily accessed and used 
online. This version provides all functionalities related to the 
creation of synthesized data set, the parameterization of 
multi-attribute collaborative filtering algorithms, and their 
execution. A number of additional functionalities are 
considered for implementation in the next version of the 
system, before it is made public. More specifically, the users of 
CollaFiS will be allowed to upload their own data sets in the 
system using a text file with an appropriately specified SQL 
query, and to automatically create a series of synthetic data sets 
with varying properties upon which a single specific algorithm 
will be executed and tested. 

 

IV. SCENARIO OF USE 
In this section, we present a characteristic scenario of use for 

the implemented CollaFiS tool. More specifically, we present 
how several variations of a selected algorithm are compared in 
the context of supporting wine recommendation in an 
electronic market (e-market) with agricultural products. The 
selected case study is a Greek e-market that provides access to a 
product catalog of Greek wines 
(http://www.greekproducts.com/). The wines on offer come 
from various producers and areas, and often have totally 
different quality characteristics. The e-market under study is an 
established online market with a number of functionalities, 
which do not include recommendation so far. 

Since there is no available data set of multi-attribute 
evaluations of wines from real users, we used CollaFiS to 
create a data set with multi-criteria evaluations of wines, 

similar to the one expected during actual operation. Then, a 
particular algorithm has been selected and executed. More 
specifically, the following steps have been performed:  

Step 1: Definition of data set properties. In this step, the 
properties of the desired data set have been defined. More 
specifically, eight criteria affecting consumers’ choice of wine 
have been adopted from related literature [3] as appropriate for 
the evaluation of wines, upon a scale of “1 to 7”. In addition, 50 
items have been considered, since the wine catalog of the 
e-market under study includes about 50 wines. Based on 
feedback from the e-market operator, it has been estimated that 
about 1,000 different users have visited the e-market in the last 
six months. Assuming that a 10% of them (100 users) will be 
actively providing evaluations for at least 3 wines each, it has 
been estimated that about 150 evaluations will be available in 
the system for producing wine recommendations.  

Step 2: Creation of data set. According to the definition of 
the properties, the synthetic data set has been created using 
CollaFiS. It has been decided to include 50 items, 100 users, 
and 300 multi-criteria evaluations of items upon eight criteria.  

Step 3: Preparation of data set. The created data set has been 
processed by CollaFiS and split into two components to be used 
for experimentation. In particular, a “50%-50%” splitting has 
been adopted, so that the training component includes 150 wine 
evaluations (as estimated in step 1), and the testing component 
includes 150 evaluations as well. 

Step 4: Algorithm selection and execution. The prepared data 
set has been used in order to experimentally test the 
performance of a selected algorithm, for various parameter 
values. More specifically, the Similarity Per Priority (PW) 
algorithm has been chosen, considering two variations, and 
ranging the maximum number of neighbors (MNN) considered 
from “1 to 20”. In addition, the selected algorithm variations 
have been compared to four simple ones (two random-valued 
ones and two calculating simple mean values), used as control 
measures.   

Step 5: Results collection and analysis. The selected 
algorithm variations have all been executed on the created data 
set components, and results of their performance measured in 
terms of MAE, coverage, and execution time. These results 
allowed for the selection of the most appropriate algorithm 
variation for the studied data set. In particular, a Pearson PW 
algorithm variation with MNN=8 has been selected, providing 
a combination of low MAE, high coverage, and fast execution 
for the examined data set. Fig. 9 illustrates an example of this 
analysis, where the MAE results from all algorithm variations 
are compared. 

 

V. CONCLUSION 
The systematic evaluation of recommender systems often 

requires their simulated experimental investigation for 
particular application domains, using data sets from actual 
usage and operation [13]. Until today, there have not been in 
the literature any proposals of Web-based testing tools that will 
support this task for multi-criteria recommenders. 



 
 

 

 
 

 
Fig. 7: A CollaFiS screenshot during the creation of a synthetic data set. 

 

 
Fig. 8: A CollaFiS screenshot after the execution of the algorithm, with the produced simulation results. 
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Fig. 9: MAE experimentation results. The values for the simple algorithms appear using a cross “+”and a dotted line, for the first 

variation using a triangle, and for the second variation using a square. 
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evaluation data sets from real-life applications, nor any testing 
methods or tools before their actual online deployment. For this 
purpose, this paper presented the specification, 
implementation, and usage of CollaFiS, a Web-based testing 
tool that may greatly facilitate the simulation and experimental 
evaluation of multi-attribute collaborative filtering algorithms. 
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