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Improving AOR Iterative Methods For
Irreducible L-matrices

Ajjuan Li *

Abstract—A preconditioned AOR iterative method
is proposed with the preconditioner I + S;;. Some
comparison theorems are given when the coefficient
matrix of linear system A is an irreducible L—matrix.
The convergence rate of AOR iterative method with
the preconditioner I + S},; is faster than the conver-
gence rate with the preconditioner I + S, by Li et
al. Numerical example verifies comparison theorems.
Keywords: Preconditioner, AOR iterative method, ir-
reducible L-matrix

1 Introduction

For a linear system
Az =b (1)

where A € R"*", b € R™ are given and =z € R" is un-
known.

For simplicity, we let A = I — L — U, where I is the iden-
tity matrix, L and U are strictly lower and strictly upper
triangular matrices, respectively. Then the iteration ma-
trix of the AOR iterative method [1] for solving the linear
system (1) is

Lyw ==L (=) +@-nL+ul]  (2)
where w and ~ are real parameters with w # 0.

The preconditioned methods are often used to acceler-
ate the convergence of iterative method solving the linear
system (1). Recently, in Evans et al.[2] provided a pre-
conditioner and improved the convergence rate of AOR
iteration methods for the original linear system. In [3],
a preconditioned Jacobi method was proposed for non-
negative matrix with P =I1+5, where §' = (Sij)nxns
S, = ¢(r # t) is the unique one nonzero entry in the
rth row and the ¢th column of matrix S. In [4], the au-
thor considered a generalization preconditioned iterative
method for solving linear system (1). In [5], L.Wang et
al proposed a new preconditioner P = (p;;) and showed
the preconditioned AOR iterative method is asymptot-
ically faster convergent than the original AOR iterative
method when A is an M —matrix or H—matrix. In [6],
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B.Zheng et al.proposed two new preconditioners and ob-
tained the convergence and comparison theorems of the
modified Gauss-Seidel methods with the two precondi-
tioners. we consider a preconditioned system of (1)

PAz = Pb (3)

where P is a nonsingular matrix.
In [7], the author proposed the preconditioner
P=1+S5,, where

0 0 — o
~ 0 0 0
Sa: .

0 0 0

where « is a real parameter.

Now, we consider the preconditioned linear system
Az =0 (4)

where A = (I +5,)A and b = I+ §a)b
We express the coefficient matrix A of (4) as

~

A=D-L-U

where ﬁ, —L and —U are diagonal, strictly lower and
strictly upper triangular matrices of A, respectively.

1 — %indni
1
B 1
1
0
. —as 0
L=L=
—ay —aps - 0
0 —Hnin2 — gy (é — Dain
. 0 —a2n
U= .
0

(Advance online publication: 10 February 2011)



Engineering Letters, 19:1, EL._19 1 08

Therefore, the preconditioned AOR iterative matrix is

Lyw=(D-+L) (1 -w)D+ w-7L+wl] (5)

In [8], H.J.Wang et al.proposed the preconditioned AOR
iterative method with the preconditioner I + S/, 5 In
this paper, we propose the preconditioned AOR iterative
method with I+57, ; and give some comparison theorems.

2 Preliminaries

In this paper, p(-) denotes the spectral radius of a matrix.

Definition 2.1([9]). For A = (a;;), B = (b;;) € R™",
we write A > B if a;; > b;; holds for all ¢, =1,2,---,n.
Calling A nonnegative matrix if A > 0(a;; > 0, 4,5 =
1,2,-,n).

Definition 2.2([10]). A matrix A is a L-matrix if a; > 0,
i=1,2,--,nand a;; <O0foralli,j=1,2,---n,i#j.

Definition 2.3([9]). A matrix A is irreducible if the di-
rected graph associated to A is strongly connected.

Lemma 2.1([9]). Let A be a nonnegative n x n nonzero
matrix. Then

(a) p(A), the spectral radius of A, is an eigenvalue;

(b) A has a nonnegative eigenvector corresponding to
p(A);

(c) p(A)is a simple eigenvalue of A;

(d) p(A) increases when any entry of A increases.

Lemma 2.2([7]). Let A be an irreducible L-matrix with
0<aipanm <a(a>1), f0<y<w<1(w#0,y#1),
then L, ., by (2) is nonnegative and irreducible.

Lemma 2.3([11]). Let A be a nonnegative matrix. Then
(1) If ar < Az for some nonnegative vector z, = # 0,
then a < p(A).

(2) If Az < Ba for some positive vector x, then p(A) < 3.

3 Preconditioned AOR iterative method
We consider the preconditioned linear system
A*x =b" (6)

where A* = (I + 525)14 and b* = (I + S;Bﬂ)

000 - —@n_g
o0 o0 - 0
* o o0 o0 --- 0
aff —
o0 o0 - 0

where a and 3 are real parameters.
If 3 is equal to zero, then S7, 5 = Sq

We express the coefficient matrix A* of (6) as
A*=D"-L*-U"

where D*, —L* and —U* are diagonal, strictly lower and
strictly upper triangular matrices of A* | respectively.
where

(-2 = Bans +1

1
D* = 1
1
0
—a91 0
L =L—=| —as —as 0
—anl —0an2 —Qp3 - 0

0 (%“Fﬂ)arﬂ —ai2 (% +ﬂ) — Q1n
O DY —aQn
U =
0
Then the preconditioned AOR iteration matrix is

L= (D" =yL) (A= w)D" + (w=7)L" +wU"] (7)

where v and w are real parameters.

4 Comparison theorems

Lemma 4.1([12]). Let A, A and A* be the coef-
ficient matrices of the linear system (1), (4) and
(6), respectively. Let A be an irreducible L—matrix
with 0 < aipan1 < aofa > 1), Assume that L.,

~

Ly, and L3, are defined by (2), (5) and (7), re-
spectively, If 0 < v < w < 1, (y # L,w # 0) and

Be (% 4+ 1 4y N ((1— La,, 4=), then Ly,

~

L, and L7 , are nonnegative and irreducible.

Proof. The proof of L, ., and E%w have been given in
[7].
Now, we prove that L

*

5w is nonnegative and irreducible.

Ly, =(D*=9L*) (1 - w)D* + (w—7)L* +wU"]
= —4D* L) —w)I + (w—v)D*LL*
+WD*71U*]

_ [I =+ ")/D*_lL* + (’VD*_lL*)2 + (’y.D*_lL*)3
+-J[(1 =)+ (w—7)D*'L* + wD*~1U*|
=(1—-w)+ (w—v)D*'L* + wD*~1U*
—|—[’}/D*71L* + (,YD*flL*)2 + (,YD*flL*)S + .. ]
(1—w) + (w—7)D*'L* + wD*~1U*|
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If B (%= + ﬁ -4y (1 = Lyay,, 4=) and
0 < a1pan < o, then LY > 0. If Ais 1rredu01ble and
0<vy<w<1,then (1— w)I+(w y)D* *L*+wD*1U*
is irreducible. Thus, L7 , is irreducible. This completes
the proof.

Theorem 4.1 Let A is an irreducible L—matArix with
0 < a1pan1 < a (@ > 1), Assume that L., L, . and
L%, are defined by (2), (5) and (7), respectively. If
66( %—i_aiil’o) ((1—7)a1n,)and0§’y§w§1,
(w=#£0,v# 1) then

p(L: ) < p(Lyw) < p(Ly

W) (I p(Lyw) < 1))

Proof. When p(L,.) < 1, the proof of p(fw
p(L~..,) has been given in [2].

Now we prove that p(L? ) < p(z w)

L w and L7 , are nonnegative and irreducible matrices
from Lemma 4.1. We know that there exists a nonnega-
tive eigenvector z, such that L%wx Az from Lemma 2.1.
Assume )\:p(f%w)

From (5), we have

w) <

[(1—w)D+ (w—")L+wlz=AD—-~vL)z (8)

From (8), we have
(1-w)D+ (w—7+ X)L+ wU — AD]z =
It is easy to see that

L*=1L
—U*=D-U-SL+S (9)
where
0 0 -0
0 0 0
S =
00 --- 0

If B € (2= + -1-,0) N ((1 = 2)ain,0)
From (8) and (9), we have

Ly o=z = (D*—yL*) (1 —w)D* + (w — ) L*+
wU* = XD vL*)]x R
= (D* = yL*) (1 —w)D* + (w — )L+
w(D* —D+U+SL—5)— AD*—
AL))z
= (D* —~L*)"Y[(1 = \)D* — wD + (w—

L +wSL + wU — w8 + AyL)z

= (D* = L") (1 = \)D* - wD + (w—

v+ AL +wSL 4+ wU — wS|z R
(D* ~L*)7Y(1 = \)D* —wD — (1—

—A\)D + wSL — wSlz

= (D* —yL)7Y(1 = A\)D* — (1 - \)D+

w(SL — 9)]x ~

= (D* —=yL*)7 (1 = \)(D* = D)+

w(SL— 9)]z

From (8), we have
[(1—w)D+ (w—7)L+wU)z = A(D — L)z
Thus,

(w—7+Ay)Lz = [(A—1 +w)D —wﬁ]m

We know that SD = S, D* —D <0 _
and SLx = [2= 1jrr;/SD - = WJFMSU]
A—14w—(w—y+Av)
[ w=y+Ay ? w— v+/\7 SU]
Since SU = 0, We obtain
T _ 1=y (-1)
(Sfl »)S(ZJU; [ w FY’H—)\'Y S— w— 'y+>\'ySU]
S S

Since (D* —yL*)™1 > 0,if A < 1,0 < v < w < 1, then
L} ,x — Az <0. From Lemma 2.3, we have p(L? ) < A.

Therefore, p(L} ) < p(f77w). This completes the proof.

Remark 4.1 If v = w, AOR iterative method becomes
SOR iterative method. Thus, we obtain the comparison
theorem of the preconditioned SOR iterative method.

Corollary 4.1 Let L, Ew and L} be the iterative
matrices of the SOR iterative method associated to (1),
(4) and (6), respectively. If the matrix A of (1) is an
irreducible L matrix with 0 < a1pa,1 < a(a > 1) and
e (e 4+ -1 0)n((1-21)ay,,0),and 0 <w < 1, then

p(L2) < <L“><p< L) (If p(L) < 1)

Remark 4.2 Let v = 0 and w = 1, AOR iterative
method becomes Jacobi iterative method. Thus, we
obtain the comparison theorem of the preconditioned
Jacobi iterative method.

Corollary 4.2 Let Ly, EO,I and L8,1 be the iterative
matrices of the Jacobi iterative method associated to (1),
(4) and (6), respectively. If the matrix A of (1) is an ir-
reducible L— matrix with 0 < ajpa,1 < ala > 1)
and 3 € (2= + L 0)n (1 - 1)ay,,0), then

an1’

p(Ly 1) < p(Loa) < p(Loa) (If p(Loy) < 1)

5 Numerical example

In this section, we give the following example to illustrate
the results obtained in section 4.

Example The coefficient matrix A of (1) is given by

1 -02 -03 -0.1 -0.2
-0.1 1 -01 -0.3 -0.1
A= -0.2 =01 1 —-0.1 -0.2
-0.2 -0.1 -01 1 —-0.3
-0.1 -02 -0.2 -0.1 1
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Table 1 The comparison of the spectral radius of

AOR iterative matrix

gl w | a B p(Lyw) | p(Lyw) | p(LY )
08109 | 2]-0.05| 05735 | 0.5699 | 0.5681
07108 | 2]-0.06 | 0.6400 | 0.6363 | 0.6345
06|07 |4 ]-0.05| 06994 | 0.6976 | 0.6958
0.51]06|4]-0.06| 07531 | 0.7515 | 0.7498
01]02]|5 ] -0.1 | 09288 | 0.9283 | 0.9270
091]09]|2]-0.06| 05476 | 0.5447 | 0.5433
05]05| 2] -01 | 07943 | 0.7932 | 0.7904
0 1 [ 2]-0.05] 0.6551 | 0.6484 | 0.6449
0 1 [ 5] -0.1 | 0.6551 | 0.6525 | 0.6456

From Table 1, we know that when p(L, ) < 1, p(L} ) <
P(Lyw) < p(Lyw)
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