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Abstract—In this paper filer-based model of sound propa-
gation combined with a model of multimicrophone array is
presented. Simple operations employed in the model such as
sum and linear convolution allows one to implement it easily
using numerical methods. Additionally, described solution was
discussed in connection with filter-based model of multimi-
crophone array. The usefulness of the models was proved in
the context of filter-and-sum beamformer synthesis. Practical
methods of calculating filters for 1-D multi-microphone arrays
were stated. Then the results were employed to synthesis filters
for wideband four-microphone array.

Index Terms—multimicrophone array, multipath propaga-
tion, speech enhancement, beamforming.

I. INTRODUCTION

W ITH the rapid development of Automatic Speech
Recognition (ASR) systems it was necessary to create

sophisticated speech enhancement systems [1], [2]. Nowa-
days, it is possible for computers or mobile devices to
recognize speech effectively in extremely difficult acoustic
conditions including traffic jam, conference hall, car interior.
Speech enhancement can be based on single-channel (e.g.
spectral subtraction) or multi-channel techniques such as
adaptive noise cancellation [3], blind source separation or
beamforming. Despite quite impressive performance pre-
sented by all these methods we are still far away from the
efficiency with of human in terms of speech recognition.
The reason of that is noise. It can be assumed that the
effectiveness of the recognition ratio of the single phonemes
decreases by 5%-10% with every 3 dB of SNR [1]. That
means that the difference of SNR which is just noticeable for
human (3 dB) is still significant for a computer system. This
is the reason for the development of advanced systems of the
speech enhancement. All of the techniques mentioned above
base on some model of sound propagation. The choice of the
proper mathematical model is extremely important especially
in the adverse acoustic environment. The basic models come
from general wave equation. The model presented in this
paper bases on experimentally calculated Room Impulse
Response (RIR) and it is a combination with filter-based
model of multimicrophone array. The paper is divided as
follows. Section 2 covers some necessary theory on sound
propagation and methods of finding the relation between
sound emitted by the source and wave reaching the re-
ceiver. Section 3 presents model of multimicrophone array in
acoustic environment. The practical method of designing the
beamformer using described method is provided in Section
4. The paper is summed up with the conclusions.
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II. SOUND PROPAGATION

Sound is a mechanical wave traveling from one location to
another through a medium such as air or water. As a wave,
sound have certain properties such as refraction, attenuation,
interference, reflection and diffraction. The speed c at which
sound propagates through the material depends on physical
properties of the medium such as density and elasticity.
In this article the air will be default medium. However,
described model can be used for any type of material.

∇2u(x, t) =
1

c2
∂u(x, t)

∂t2
(1)

where u(x; t) is a potential state in the point x in the
moment t.

To find the relation between sound wave leaving the source
and one reaching the receiver is to find the solution of the
equation (1). From the computational point of view, wave
equation can be solved using finite element methods (FEM)
by expressing as a linear equations in a discrete domain [4].

Employing equations which can describe the effect of
diffraction brings about reasonable accuracy. In most cases
only the generation of the second harmonic wave is con-
sidered, with the higher order harmonics being neglected.
The acoustic analysis available in FEM software, is able to
modeling the fluid medium and the surrounding structure,
studying the pressure distribution in the fluid at different
frequencies, pressure gradient, particle velocity, the sound
pressure level, as well as, scattering, diffraction, transmis-
sion, radiation, attenuation, and dispersion of acoustic waves.

Despite the continuous growth of computing resources
available to engineers, FEM performs well only at low fre-
quencies and in not sophisticated environments. The compute
time increases dramatically with frequency and with every
object appearing in the sound scene. The difficulty of this
challenge increases when it comes to multipath propagation,
scattering and interference of sound waves etc. In most
of the indoor situations the analytical calculation of the
sound waveform in the point of interest, even approximately,
becomes impossible.

A different way to determine the relation between the
source and the sound in the point of interest (e.g. next
to the microphone) in the indoor acoustic scenes is to
determine RIR. It is an analogy of the impulse response well
known from linear signal systems. The information about
propagation of impulse can be used to derive information
about propagation of any arbitrary signal [5].

Let s′(t) be the detection of the signal s(t) emitted by the
source, δ(t) be the impulse signal and r(t) be the RIR. The
process of propagation can be described as a convolution of
emitted signal and some function d(t).
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Fig. 1. A general structure of filter-and-sum beamformer.

s′(t) = d(t) ∗ s(t) (2)

s′(t) = δ(t) ∗ d(t) ∗ s(t) (3)

s′(t) = s(t) ∗ (d(t) ∗ δ(t))
s′(t) = s(t) ∗ r(t)

(4)

The experimental methods of RIR measurements include
employing impulsive sources (such as balloons or blank
pistol) or generators of Maximum Length Sequence (MLS).
MLS is a binary signal obtained with suitable shift-register,
which contain equal amounts of energy for all frequencies.
Most important attribute of MLS is the fact that its autocorre-
lation is the Dirac delta function. Recording containing MLS
can be emitted by dodecahedron loudspeaker and traveling to
the microphone. Afterwards, RIR can be calculated by com-
puting the cross-correaltion between MLS and its recording.
This method was used in our experiments.

III. FILTER-BASED MODEL OF MULTIMICROPHONE
ARRAY

Let us consider the general structure of filter-and-sum
device [6] as it is presented in Fig. 1. This structure is
a generalization of the delay-and-sum beamformer which
operates properly only for narrowband signals. Since the
wideband signal (such as speech) is composed of infinite
number of narrowband components, the weights w should
differ for every such component. This can be achieved by
employing subband beamforming or by employing filters
instead of scalar weights [6]. The output is described by (5).

y(t) =
N∑
n=1

K∑
k=0

wn,kxn(t− kTs) (5)

where Ts is sampling period, K is order of the FIR filters
in beamformer and wn,k are filter coefficients for the nth
microphone.

To combine the model from (5) with RIR let us analyze the
situation presented in Fig. 2. When the source is in far field
we can assume that RIR for every of sensors is the same.
Then sound coming to the microphone can be considered as
a plane wave reaching every microphone with some delay.

For uniformly spaced array with spacing d the output can be
expressed as

y(t) =
N∑
n=1

(
(s(t) ∗ r(t)) e−jωτn

)
∗ hn(t) (6)

where τn = nd sin θc−1 is the propagation time between the
first and nth sensor with the sound velocity c.

Finally the response of RIR-beamformer system can be
expressed as

P (f, θ) =
N∑
n=1

R(f)Hn(f)e−2πfjnd sin θc
−1

(7)

where R(f) and Hn(f) are Fourier transforms of r(t) and
hn(t) respectively.

IV. EXPERIMENT AND RESULTS

To design beamformer is to choose the appropriate coeffi-
cients wn,k in such a way that the output signal y(t) match
the input signal s(t) as closely as possible. There are several
different methods of adjusting such a system. One of them is
to employ adaptive filtration techniques. This usually leads
to linearly constrained minimum variance beamformer or to
reference signal based adaptive beamformer. These classes
of devices can adapt themselves when data statistics keeps
changing. In this paper, however, we will assume that the data
statistics are time invariant. Then the weight coefficients can
be fixed during operating of the beamformer. This may be
the cause for SNR of the output signal being lower than in
the adaptive system. On the other hand, such a beamformer
has lower computational complexity and can be implemented
in less sophisticated hardware.

We begin with the minimization of an objective function
Φ(w) given as a sum of the squares of the difference (error)
between Pd(f, θ) and the designed response P (f, θ) over the
ranges of interests (fd and θd):

Φ(w) =

∫
fd

∫
θd

[Pd(f, θ)− P (f, θ)]
2

dfdθ (8)

Since Φ(w) is nonlinear objective function in N(K + 1)
dimensional space, one of the commonly used nonlinear
optimization techniques was employed. We employed the
Nelder-Mead method (unconstrained nonlinear optimization)
[7] to optimize the coefficients of the filters.

In the presented experiment we assumed the θ = 0 (the
source was placed directly in front of beamformer). Having
RIR calculated, the iterative optimization was conducted
to build the beamformer with wide-band characteristic and
maximally possible damping in all directions but θ. The
calculated filter coefficients were placed in real hardware and
the measurements were conducted. The results are shown in
the Fig. 3.

V. CONCLUSIONS

The model described above combines filter-based model
of sound propagation determined by the RIR with general
structure of filter-and-sum beamformer. Presented model was
successfully employed to develop filters for four microphone
1-D beamformer (Fig. 4 in given acoustic scene. The results
were satisfactory, especially when it comes to side source

Engineering Letters, 20:4, EL_20_4_05

(Advance online publication: 21 November 2012)

 
______________________________________________________________________________________ 



Fig. 2. 1-D beamformer placed in acoustic environment with far field source modified by RIR.

Fig. 3. Results of the iterative optimization of beamformer in adverse
acoustic environment having the desired system response.

Fig. 4. The four-microphone, 1-D beamformer during the experiments.
The devices is a part of Automatic Speech Recognition system.

cancellation (small side-lobes), especially when compares
with naive delay-and-sum system. This result is extremely
important as the developed device is a part of the Automatic
Speech Recognition system. The further experiments are
conducted to increase the SNR ratio and efficiency of speech
recognition using the 2-D, 16-microphone device.
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