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Abstract—The ability to deposit a thin tin oxide film on
CMOS chip dies has enabled the manufacture of modern
smart gas sensor devices. Spray pyrolysis deposition is used to
grow the required thin films, as it is an affordable deposition
technique which can be integrated into a standard CMOS
processing sequence. A model for spray pyrolysis deposition
is developed and implemented within the Level Set framework
using Monte Carlo techniques. Two models for the topography
modification due to spray pyrolysis deposition are presented,
with an electric nozzle and a pressure atomizing nozzle. The
resulting film growth is described as a layer by layer deposition
of the individual droplets which reach the wafer surface
and deposit as flat round disks or as a CVD-like process,
depending on whether the droplets form a vapor near the
interface or they deposit a film only after surface collision. Some
additional geometries are simulated in order to analyze how the
spray pyrolysis technique coats trench structures, essential for
increasing the surface area of the gas sensing layer.

Index Terms—Spray pyrolysis deposition, Topography simu-
lation, Level Set, Monte Carlo, Tin oxide film, Smart gas sensors

I. I NTRODUCTION

The spray pyrolysis deposition technique is gaining trac-
tion in the scientific community due to its cost effectiveness
and possibility of integration into a standard CMOS process.
The technique is used to grow crystal powders [1], which
can then be further annealed for use in fuel cells, gas sensors
and other applications. This work examines two main appli-
cations of spray pyrolysis, those for electrolyte deposition
in fuel cells and the deposition of a thin oxide sensing
material on modern smart gas sensor devices. In addition,
two modeling techniques are examined, which should be
applied depending on the spray pyrolysis setup; the type of
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atomizing nozzle and its placement with respect to the wafer
surface play a significant role in deciding which model is
appropriate [2]. The models are implemented in a Level Set
framework using a combination of Monte Carlo methods for
particle distribution.

A. Yttria-Stabilized Zirconia Deposition for Fuel Cells

The development of the solid oxide fuel cell (SOFC) stems
from the desire to produce electrical energy directly from
the chemical energy generated, when a fuel is oxidized. This
process significantly reduces the emission of pollutants and
improves the overall efficiency of power generation [3]. A
sample schematic of a SOFC during operation is shown in
Fig 1. The type of electrolyte determines the type of fuel
cell.

Fig 1. Schematic of a sample solid oxide fuel cell in operation.

The SOFC has an electrolyte which is comprised of a solid
oxide or ceramic material such as yttria-stabilized zirconia
(YSZ). Several fuel cell technologies are being developed
simultaneously as the search for highly efficient and low
polluting electricity production intensifies. A common type
of fuel cell is one with a polymer electrolyte membrane
(PEM) [4], which, unfortunately, has an expensive catalyst
and is sensitive to fuel impurities [5]. Alkaline fuel cells
(AFCs) [6] are very sensitive to CO2 in the fuel as well as
in air, while phosphoric acid fuel cells (PAFC) [7] provide
a very low current and power [5]. These three types of fuel
cells operate at low temperatures (typically below 200oC)
and have a relatively low stack size (approximately 100kW).
The two main types of high temperature and high power fuel
cells are the molten carbonate fuel cell (MCFC) [8] and the
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SOFC [9]. These types of fuel cells enjoy a higher efficiency
and can be operated with a variety of different fuels and
catalysts. The main advantage of SOFCs over MCFCs is a
higher efficiency – 60% compared to 45-50%, respectively.

Deposition of thin oxides using the spray pyrolysis process
is an inexpensive technique which can be utilized for the
deposition of the electrolyte material for SOFCs. The process
allows for a gas-tight YSZ ceramic film, with thicknesses
between 0.1 and 10µm, to be grown on top of the anode,
fulfilling the function of the electrolyte.

B. Tin-Oxide Based Gas Sensors

Different variants of metal oxide based gas sensors, which
rely on changes of electrical conductance due to the in-
teraction with the surrounding gas, have been developed.
However, today’s gas sensors are bulky devices, which are
primarily dedicated to industrial applications. Since they are
not integrated in CMOS technology, they cannot fulfill the
requirements for smart gas sensor applications in consumer
electronics. A powerful strategy to improve sensor perfor-
mance is the implementation of very thin nanocrystalline
films, which have a high surface to volume ratio and thus a
strong interaction with the surrounding gases.

Two materials, which have been shown to exhibit all
the properties required for good gas sensing performance
are zinc oxide (ZnO) [10], [11], [12], [13] and tin dioxide
(SnO2) [14], [15], [16], while others such as indium tin
oxide (ITO), CdO, ZnSnO4, NiO, etc. have also been widely
studied [12]. This work mainly concerns itself with tin
dioxide gas sensors and the ability to develop a model which
depicts the growth of thin tin dioxide layers to act as a gas
sensing surface. The deposition of SnO2 has been performed
using various standard techniques, such as chemical vapor
deposition [17], sputtering [18], pulsed-laser deposition [19],
sol-gel process [20], and spray pyrolysis deposition [14].

Among the many gas sensing materials, tin oxide (SnO2)
has particularly proved to have a high potential for smart gas
sensing devices and many SnO2-based devices have already
been realized [21], [22]. The growth of the ultrathin SnO2

layers on CMOS structures requires a deposition step which
can be integrated into the traditional CMOS process [15].
This alleviates the main concern with today’s gas sensor
devices, namely their high power consumption and complex
manufacturing technique.

SnO2 is a special material, as it has a low electrical
resistance, a wide bandgap, and a high transparency in the
visible spectrum [14]. The material has proven itself to
be useful in many industries, where an electric contact is
required without obstructing photons from traveling through
the optical active area. Tin dioxide is also highly conductive
due to high intrinsic defects.

A sensor which uses films with thicknesses of 50nm and
100nm has already been reported in [22]. The sensor itself
operates on a microsized hot plate which heats the sensor
locally to 250–400oC in order to detect humidity and carbon
monoxide in the environment, down to a concentration of
under 5ppm for CO. The sensing mechanism of SnO2 is
related to the ionosorption of gas species over the surface,
leading to charge transfer between the gas and surface
molecules and changes in the electrical conductance [22].

A smart gas sensor device has been manufactured using
a 50nm SnO2 thin film as the sensing material. The device
has four electrodes, which are stationed above a heat source.
The substrate is a CMOS chip with four contact electrodes
which are coated with SnO2, as depicted in Fig 2.

Fig 2. Top view of the electrode locations on the substrate.

The sensor has been tested in a H2 environment at concen-
trations down to 10ppm and the results are depicted in Fig 3
and Fig 4. Additional gas sensing performance of SnO2 thin
films in a CO, CH4, H2, CO2, SO2, and H2S environment
are explored by Brunet et al. [16].

Fig 3. SnO2 electrical resistance change as H2 in varying concentration
is pulsed into a humid synthetic air (RH=40%) environment. The sensing
temperature is set to 350oC.

The gas measurements are performed in an automatic
setup to test the functionality of the described SnO2 structure,
which is heated up at 350oC. The electrical resistance change
is monitored, while pulses of H2 at different concentrations
(10–90ppm) are injected in the gas chamber. Humid synthetic
air (RH=40%) is used as the background gas. In Fig 3 the
normalized resistance of the SnO2 structure is plotted for
various H2 gas concentrations. In Fig 4 the gas response,
defined as the relative resistance difference in percentage,
is shown. It is obvious that the SnO2 resistance change
corresponds to the change in H2 concentrations. As the H2
concentration is increased, the resistance of the SnO2 thin
film decreases. The gas sensor appears to be functional in
the entire H2 concentration range investigated.

C. Level Set Method

The presented simulations and models function fully
within the process simulator presented in [23]. The Level
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Fig 4. Gas sensor response (%) for varying concentrations of H2 gas in
a humid synthetic air (RH=40%) environment. The sensing temperature is
set to 350oC.

Set method is utilized in order to describe the top surface of
a semiconductor wafer as well as the interfaces between dif-
ferent materials. The Level Set method describes a movable
surfaceS (t) as the zero Level Set of a continuous function
Φ (~x, t) defined on the entire simulation domain,

S (t) = {~x : Φ (~x, t) = 0} . (1)

The continuous functionΦ (~x, t) is obtained using a signed
distance transform

Φ (~x, t = 0) :=







− min
~x′∈S(t=0)

‖~x− ~x′‖ if ~x ∈ M (t = 0)

+ min
~x′∈S(t=0)

‖~x− ~x′‖ else,

(2)
whereM is the material described by the Level Set surface
Φ (~x, t = 0). The implicitly defined surfaceS (t) describes
a surface evolution, driven by a scalar velocityV (~x), using
the Level Set equation

∂Φ

∂t
+ V (~x) ‖∇Φ‖ = 0. (3)

In order to find the location of the evolved surface, the
velocity fieldV (~x), which is a calculated scalar value, must
be found.

The Level Set equation can be solved using numerical
schemes developed for the solution of Hamilton-Jacobi equa-
tions, since the Level Set equation belongs to the class of
Hamilton-Jacobi equations, given by

∂Φ

∂t
+H (~x,∇Φ, t) = 0 for H (~x,∇Φ, t) = V (~x) ‖∇Φ‖ ,

(4)
whereH denotes the Hamiltonian. The Level Set equation
can then be solved using finite difference schemes such as
the Euler method [24], the Upwind scheme, based on the
Engquist-Osher scheme [25], or the Lax-Friedrichs Scheme
for non-convex Hamiltonians [26]. Another advantage of
using the Level Set method is that calculations of geometric
variables such as the surface normal or the curvature are
available directly from the implicit surface representation.

II. SPRAY PYROLYSIS DEPOSITION

During the last several decades, coating technologies have
garnered considerable attention, mainly due to their func-
tional advantages over bulk materials, processing flexibility,
and cost considerations [27]. Thin film coatings can be
deposited using physical methods or chemical methods. The
chemical methods can be split according to a gas phase
deposition or a liquid phase deposition. These processes
are summarized in Fig 5, where chemical vapor deposition
(CVD) and Atomic Layer Epitaxy (ALE) are the gas pro-
cesses.

Fig 5. Summary of chemical thin film deposition techniques.

Spray pyrolysis, as can be seen in Fig 5, is a technique
which uses a liquid source for thin film coating. The first
introduction of the spray pyrolysis technique by Cham-
berlin and Skarman [28] in 1966 was for the growth of
CdS thin films for solar cell applications. Since then, the
process has been investigated with various materials, such
as SnOx [29], In2O3 [30], Indium Tim Oxide (ITO) [31],
PbO [32], ZnO [33], ZrO2 [1], YSZ [34] and others [35].

The main advantages of spray pyrolysis over other similar
techniques are:
- Cost effectiveness.
- Possible integration after a standard CMOS process.
- Substrates with complex geometries can be coated.
- Relatively uniform and high quality coatings.
- No high temperatures are required during processing (up
to ∼400oC).
- Films deposited by spray pyrolysis are reproducible, giving
it potential for mass production.

The major interest in spray pyrolysis is due to its low cost
and ease of incorporation within a standard CMOS process
flow. It is used for the deposition of a transparent layer on
glass [36], the deposition of a SnO2 layer for gas sensor
applications [29], the deposition of a YSZ layer for fuel cell
applications [34], anodes for lithium-ion batteries [37], and
optoelectronic devices [38].

The general simplified scheme for spray pyrolysis deposi-
tion is shown in Fig 6, where three processing steps can be
viewed and analyzed:

1) Atomization of the precursor solution as it is pushed
out of the atomizer.
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Fig 6. General schematic of a spray pyrolysis deposition process.

2) Aerosol transport of the droplet towards the substrate
under the influence of external forces.

3) Droplet evaporation, spreading on the substrate, and
drying and decomposition of the precursor salt to
initiate film growth.

These three steps are individually addressed in the sections
to follow.

III. PROCESSSEQUENCEDURING DEPOSITION

A. Precursor Atomization

The atomization procedure is the first step in the spray
pyrolysis deposition system. The idea is to generate droplets
from a spray solution and send them, with some initial ve-
locity v0 and radiusrd, towards the substrate surface. Spray
pyrolysis normally uses air blast, ultrasonic, or electrostatic
techniques [39]. The atomizers differ in resulting droplet size,
rate of atomization, and the initial velocity of the droplets.
For electrical atomizers, it has been shown that the size of
the generated droplet is not related to any fluid property of
the precursor solution and depends solely on the fluid charge
density levelρe as shown in [40]

r2 =

(

− α
′

β′

)

3ǫ0

qρe
, (5)

where ǫ0 is the electrical permittivity,q is the elementary
charge, and−α

′

/β
′

is a constant value equal to∼ 1.0 ×
10−17J. When no electrical force is present and a fluid exits
through a thin circular outlet, the radius of the droplets is
given by [41]

r =

(

3 rn γd

2 ρd g

)1/3

, (6)

wherern is the outlet radius,rhod is the droplet density, and
γd is the droplet surface tension. When we analyze (6), it is
evident that the only variable which can easily be modified
to decrease the generated droplets is the circular outlet
radius rn. This is a significant limitation, since there are
manufacturing limitations which restrict the size reduction of
the outlet radius. In order to overcome this limitation it can
be noted that, although the force of gravity can not be altered,
an additional force can be used to push the liquid through
the opening, resulting in an increase in effectiveg from (6).
This effect is governed by the critical Weber number

Wcrit =
2 ρa v

2
rel r

γd
, (7)

whereρa is the air gas density,vrel is the relative velocity.
The critical Weber number has a value of 22 for a free falling

droplet and 13 for a droplet which is suddenly exposed to
a high velocity [42]. Therefore, a sudden increase in the
droplet’s velocity will result in that droplet splitting into
multiple droplets with a reduced radius. This is the main
concept behind air pressure atomizers. An added compressed
gas (N2) is introduced into the atomizer; increasing the
pressure of the gas causes an increased velocity of the exiting
fluid and thereby smaller droplet radii.

The mass of a droplet, assuming a spherical shape depends
on its density

m =
4 π

3
ρd r

3, (8)

where r is the droplet radius. The initial leaving velocity
of the droplet is an important parameter as it determines
the rate at which the droplets reach the substrate surface, the
heating rate of the droplet, and the amount of time the droplet
remains in transport the spray pyrolysis environment. Table I
summarizes the properties of droplets for different atomizers
commonly used for spray pyrolysis deposition.

Table I
CHARACTERISTICS OF ATOMIZERS COMMONLY USED FOR

SPRAY PYROLYSIS.

Atomizer Droplet diameter (µm) Droplet velocity (m/s)

Pressure 5 - 50 5 - 20
Ultrasonic 1 - 100 0.2 - 0.4

Electrostatic 5 - 70 1 - 4

The ultrasonic nozzles apply a relatively small amount
of energy and can produce droplets with a radius down to
approximately 2µm, but at the cost of a low atomization rate
(<∼2cm3/min) [1]. Due to its ease of production, many
companies chose to use pressure atomizers instead of the
ultrasonic atomizers. This work will mainly concern itself
with the pressure and electrostatic atomizers, characterized
in further detail in [29] and [39], respectively.

A pressure, or air blast, atomizer uses high speed air
in order to generate an aerosol from a precursor solution.
Increasing the air pressure causes a direct decrease in the
generated mean droplet diameter. Inversely, increasing the
liquid pressure causes a direct increase in the mean droplet
diameter [43]. Increasing the distance between the spray
nozzle and the surface to be coated reduces the heating
effect, resulting in a reduced deposition rate, but an increased
coating area. Another way to achieve the same effect is to
increase the spray angle of the nozzle in use. Perednis [3]
showed that all droplets sprayed from an air blast atomizer
are contained within a 70o spray cone angle, while half are
within a narrower 12o angle. It was also determined that the
flow rate has a very small influence on the spray character-
istics, which can be mostly ignored during modeling.

B. Aerosol Transport of Droplets

After the droplet leaves the atomizer, it travels through the
ambient with an initial velocity determined by the atomizing
nozzle. In the aerosol form, the droplets are transported with
the aim of as many droplets as possible reaching the surface.
As the droplets move through the ambient, they experience
the physical and chemical changes depicted in Fig 7.

As the droplet traverses the ambient, there are four forces
simultaneously acting on it, describing its path. Those forces
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(a) Constant initial size (b) Constant temperature

Fig 7. Spray pyrolysis droplets modifying their physical and chemical
properties as they are transported from the atomizing nozzle to the substrate.
Whether the temperature [44] or the initial droplet size [45] are varied, there
are four potential modification paths which the droplet can take as it moves
towards the substrate (A-D).

are gravitational, electrical, thermophoretic, and the Stokes
force. As shown in Fig 7, the droplets experience evaporation
during their flight, which affects the influence of the forces on
their trajectory. Some experimental results from [46] indicate
that solid particles could form, when the reactor temperature
is low, when the precursor solution concentration is high,
and when the flow rate of the carrier gas (N2) is low. The
forces of influence to the transport are further analyzed in
the sections to follow.

1) Gravitational force:The gravitational force is the force
pulling the droplet downward. The size of the force depends
on the mass of the traveling droplet, given by (8). The
gravitational force is a function of its volume and its density.
The force is given by

Fg =
4 π

3
ρd r

3 g, (9)

whereρd is the density of the droplet andg is the acceleration
due to gravity. For small droplets the force of gravity is too
small to allow it to arrive at the surface before it is fully
evaporated and converted into a powder. For larger particles,
the force of gravity is the driving force behind the droplet
transport.

2) Electrical force: The electrical force is applicable to
spray pyrolysis systems which include an additional electri-
cal source governing the droplet’s trajectory. When an air
blast atomizer is used, high speed air and an additional
gas pressure such as N2 are the causes of atomization
and aerosol production. Ultrasonic atomizers are electrically
driven, whereby an electric generator is vibrated at ultra-
sonic frequencies through a titanium nozzle. Increasing the
frequency can result in smaller droplet sizes. Electric spray
deposition (ESD) atomizers use a strong electric field at the
liquid-gas interface to generate charged droplets. Therefore,
air blast atomizers do not have additional contributions from
an electrical force and the droplet transport is driven by the
gravitational force and the initial velocity, while for spray
pyrolysis deposition using ultrasonic and ESD atomizers,
the electrical force is the main component which drives
the droplets downwards. The electrical force acting on a
droplet is usually several orders of magnitude larger than

the gravitational force [34] and is given by

Fe = qdE, (10)

whereE is the generated electric field strength andqd is the
droplet charge. The droplet chargeqd is dependent on the
temporal change of the droplet and is given by

qd = qmax

t

t+ t0
(r ≫ 1µm) , (11)

with

qmax = 8 π
√

γ ǫ0 r3 and t0 =
4

b divE
, (12)

whereγ is the liquid-gas surface tension andb is the ionic
mobility [45].

3) Stokes force:The stokes force is the drag experienced
by the droplet due to the air resistance in the ambient. The
force is caused by the friction between the droplet and air
molecules. The Stokes force is a factor of the particle’s
velocity and volume. Therefore, large droplets which move
with a high velocity will experience the largest retarding
Stokes force according to

FS = 6 π ηa r (vd − va)

(

1 +
3

8
Re

)

, (13)

whereηa is the viscosity of air,vd is the droplet velocity,
va is the air velocity, and Re is the Reynolds number. For
spherical particles, the Reynolds number is given by

Re=
2r (vd − va) ρa

ηa
, (14)

whereρa is the density of air. Because the
3

8
Reterm in (13)

is very small (
3

8
Re≪ 1), it is often excluded from Stokes

force calculations.
4) Thermophoretic force:Similar to the Stokes force, the

thermophoretic force is a retarding force, causing droplets
to significantly decrease their velocity as they approach the
heated substrate. Fig 8 shows the temperature distribution
near a heated substrate. The results for the 400oC sample are
measured and they show how the air temperature varies away
from the heated surface. It is evident that the air temperature
increases steeply due to the forced convection cooling effect
of the air flow when close to the heated substrate, resulting in
a high thermal gradient of approximately 30oC/mm. Because
the thermophoretic force depends on the thermal gradient in
the transport environment, it can be concluded that it will
have no effect on the droplet movement, when it is more than
several (∼7) mm away from the substrate. However, in this
high thermal gradient region, the thermophoretic force begins
to dominate. This is true for pressure spray deposition (PSD)
systems where the main driving force is gravity; however,
for ESD systems, the electrical force is often stronger than
the thermophoretic force [3]. The increased temperature has
additional effects on the droplet, such as a reduction in its
size due to droplet evaporation in the region.

The equation governing the strength of the thermophoretic
force is given by

Ft =
3 π η2a r

ρa
·

3κa

2κ2
a + κd

·
∇ (Ta)

Ta
, (15)

Engineering Letters, 21:4, EL_21_4_09

(Advance online publication: 29 November 2013)

 
______________________________________________________________________________________ 



0 2 4 6 8 10 12

Distance from substrate (mm)

0

50

100

150

200

250

300

350

400

450
A

ir
 T

e
m

p
e
ra

tu
re

 (
°
C

)

Grad(T)=30°C/mm

Fig 8. Air temperature above a heated plate for a substrate temperature of
400oC during a pressurized spray process.

whereηa is the viscosity of air,Td is the droplet temperature,
Ta is the air temperature,ρa is the density of the air, and
and∇ (Td) is given by

∇ (Td) =
3κa

2κ2
a + κd

· ∇ (Ta) , (16)

whereκa andκd are the thermal conductivities of the air and
the droplet, respectively. It should be mentioned that (15) is
only valid for droplets whose radius is much larger than the
mean free path of the air molecules.

C. Precursor Decomposition

The precursor, as it moves through the heated ambient
undergoes various changes, which are characterized in Fig 7.
Evaporation, precipitate formation, and vaporization all occur
depending on the droplet size and ambient temperature. The
four processes (A–D) from Fig 7 show the four physical
forms in which the droplet may interact with the substrate
surface. Although all processes occur during deposition,
Process C, the CVD-like deposition is desired to yield a
dense high quality film [3].

1) Process A: low temperature - large initial droplet:
When the large droplets approach a heated substrate and
the temperature is not sufficiently high to fully evaporate
the solution, they will impact with the substrate and decom-
pose. Upon contact, the droplet is entirely vaporized and a
dry precipitate is left behind. Because droplet vaporization
requires some heat, the substrate temperature is slightly
decreased at the impact point, adversely affecting the reaction
kinetics [45]. This process has a weak sticking probability.

2) Process B: lower/intermediate temperature -
larger/medium droplet size:When medium-sized droplets
are initially formed, some evaporation occurs. Just as the
droplet reaches the surface, however, it forms a precipitate
as an amorphous salt and a dry precipitate hits the surface,
where decomposition occurs. Some particles evaporate
and condense into gaps between particles, where surface
reaction occurs. However, this process has a medium
sticking probability.

3) Process C: intermediate/higher temperature -
medium/smaller droplet size: When the processing
environment causes droplets to evaporate prior to reaching
the substrate vicinity, a precipitate will form early. As the
precipitate reaches the immediate vicinity of the substrate,
it is converted into a vapor state and it undergoes a
heterogeneous reaction through the following steps [45]:

1) Reactant molecules diffuse to the surface.
2) Adsorption of some molecules at the surface.
3) Surface diffusion and a chemical reaction, incorporat-

ing the reactant into the lattice.
4) Desorption and diffusion of the product molecules

from the surface.

This is a classical CVD reaction, which results in a high
quality film deposition and a high sticking probability.

4) Process D: high temperature - small droplet size:
When small initial droplets are formed, or the temperature
is high enough, the droplet quickly forms a precipitate.
As the precipitate approaches the substrate, it is vaporized
and a chemical reaction subsequently occurs in the vapor
phase. This homogeneous reaction leads to the condensation
of molecules into crystallites in the form of a powder
precipitate. The powder falls to the substrate surface, but
without a deposition reaction.

IV. M ODEL I – DROPLET TRANSPORT

Forces acting on the droplet can be calculated and applied
to droplets in order to find the location where the droplet
makes impact with the surface. This is a challenge because
the simulation environment must now be divided into several
segments. The first segment which must be treated separately
is the thermal zone which is within 10mm of the wafer
surface. In this area, the temperature gradient shown in Fig 8
is high and the thermal force plays a significant role in the
droplet speed as well as size, due to evaporation. In addition,
when the electrical force is included, the complexity of the
problem is significantly increased, since this force is position-
dependent.

Fig 9 shows how the simulation space is divided in order
to accommodate the thermal zone for droplets. A detailed
derivation of the droplet transport equations can be found in
[47] as well as in Appendix I and Appendix II.

Fig 9. The droplet transport in the space above the substrate surface and
the accelerations which are considered in the transport model. Tth is the
height of the thermal zone (∼10mm for ESD,∼5mm for PSD), and H is
the distance between the substrate and atomizer.
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A. Droplet Atomization

The first step in the model is finding the droplet size as it
exits the atomizer. The distribution of droplet sizes does not
follow any standard distribution, but it is suggested that the
volume fraction varies relatively evenly near the approximate
value 0.05 for droplets between with a radius between 2.5µm
and 55µm [3], [48]. Therefore, the distribution for the droplet
radii is simulated by generating an even distribution for
the volume fractionξvol followed by finding the radius
distribution for the dropletrd: Droplets with a radius below
2.5µm are ignored, because they are not expected to take part
in the deposition reaction. The distribution of the droplet’s
radius is derived in Appendix III and is given by

rd =
{

ξ ·
[

(rmax)
−1/3 − (rmin)

−1/3
]

+ (rmin)
−1/3

}−3

,

(17)
wherermin = 2.5µm and rmax = 55µm are the minimum
and maximum radii for the generated droplets andξ ∈ [0, 1]
is an evenly distributed random value.

B. Droplet Acceleration due to External Forces

In order to follow the trajectory of a droplet after leaving
the atomizer and under the influence of gravity, Stokes,
electric, and thermophoretic forces, the distance required for
the droplet to traveld(t), the initial velocity v0, and the
droplet radiusrd are known. Although the thermophoretic
force does not affect the droplet motion until it reaches the
vicinity of the wafer, it will be included in the derivation of
the equations of motion. This allows for the most complex
system to be solved, which includes all forces.

Given the four forces discussed previously, the accelera-
tion experienced by the particle is given by

a(t) = g − l+ s v(t) + c d(t), (18)

whereg and l are accelerations caused by the gravitational
and thermophoretic forces, respectively. Accelerations is a
velocity-dependent parameter and is caused by the Stokes
force, while c is the simplified linearized displacement-
dependent acceleration due to the electrical force where

l =
27 η2a κa ∇(Ta)

4 ρa ρd T (2κa + κd) r2d
, and s =

9 ηa

2 ρd r2d
. (19)

For the purposes of a topography simulation, an assump-
tion for a constant electric field is sufficient [3]. Because the
electrical force factor,c from (18), can only be introduced
into the model in the form of linear simplifications, special
attention is paid to its implementation. The first step is to
connect the generated electric field to the fitting variablec.

c =
6

ρd

√

γ ǫ0

r3d
· Φ0

H
· KV

log (4H/R)
ce (20)

whereΦ0 is the applied electrical potential,H is the distance
between the nozzle and substrate,R is the outer radius of
the nozzle, andKV is a value which ranges from 0 to
1 depending on theH/R ratio [49]. The variablece is
a linearization constant which represents a best-fit to the
normalized electric field in the region.

Fig 10 shows the value for the normalized potentialΦ∗ =
Φ/Φ0 and its distribution in an ESD deposition setup. The
atomizing nozzle is located at(0, 1). The inset shows the

electric field distribution in the same simulation space. It is
evident that the strength of the electric field is not uniform
or linear, but that the field causes charged droplets to spread
radially.

Fig 10. Magnitude of the normalized electric potentialΦ/Φ0 during ESD
processing. The distance between needle and deposition plate as well as
the radial distance from the center are normalized to the distance between
the atomizer and the substrate. The inset is the normalized electric field
distribution.

For the purposes of spray deposition, it is often assumed
that the value ofKV is 1, because the ratio ofH/R is on
the order of several hundreds, which gives a value close to 1
for KV . However, after some calculations, it was found that
the value ofKV is better represented using the relationship

KV = 1− e−0.021H
R , (21)

which is implemented in our model. In fact, assuming that
KV = 1 can cause erroneous results for the electric field.
The negative exponential dependence onR from (21) is in
the numerator ofc from (20), which shows an additional
inverse logarithmic dependence in the denominator. A plot
of the fractionKV / [log (4H/R)] for variousR values is
shown in Fig 11, when the variation inKV is taken into
account and when it is assumed thatKV = 1. It is clear that
the effects ofKV should be included in the droplet transport
model whenR/H > 0.005.

The droplets trajectory is tracked by applying two systems
of equations. The first system calculates the length of time
required for the droplet to overcome the vertical displacement
required to be on the same plane as the wafer surface. This
means that the vertical displacement is known and the time
required to reach it must be found. The second system uses
the calculated time for the droplet’s vertical flight in order to
determine the radial location of the droplet’s final position.

1) Vertical transport of droplets:The full set of equations
and derivations for the time required for a droplet to reach
a desired displacement under the influence of velocity-
and displacement-dependent forces is shown in Appendix
II. Here, the result of that derivation is shown, which is
implemented in the model. Note that the subscriptv in the
following equations refers to the vertical component of the
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Fig 11. The effects of varying the atomizing nozzle’s outer radius on the
strength of the electric field with and without theKV effects.

given variable. The initial droplet velocity has a verticalv0v
and radialv0v component. The droplet displacement resulting
from the acceleration given in (18)-(20) is given by

dv (t) = C1e
−r1 t + C2e

−r2 t + C3, (22)

where

r1 =
− s+

√
s2 − 4 c

2
, r2 =

− s−
√
s2 − 4 c

2
, (23)

and

C1 = r1v0v −
r21 r2

r1 − r2

[

(g − l)− v0v

(

1

r1
+ s

)]

,

C2 =
r1 r

2
2

r1 − r2

[

(g − l)− v0v

(

1

r1
+ s

)]

,

C3 =
c

1 + (g − l) + s
.

(24)

Inverting (22) to find the time required for the droplet
to reach the known displacementdv is quite complex and
must be solved iteratively. However, when the electrical
force is not included in the equations, then the displacement,
calculated in the previous section of Appendix I, becomes

d (t) =
1

b

(

v0 −
a

b

)

(
1− e−b t

)
+

a

b
t. (25)

Inverting (25) to find the timet, we obtain

t =
gW [Z]− g + s v0v + s2dv

g s
, where (26)

Z =
(g − s v0v) · e

1−
s (v0v + s dv)

g

g
.

W [·] is the Lambert-W function defined by

z = W (z) eW (z). (27)

An explicit equation for the time required to achieve the
displacement in (22) cannot be found. Therefore, the droplet
motion is solved by time discretization, Monte Carlo meth-
ods, or iteratively in order to obtain the droplet trajectory
through the electric field. An iterative solver is implemented
within the simulator, which solves the Lambert function [50].

After finding the time required for the droplet to reach
the height of the wafer surface, a similar derivation can
be used to find the radial location of the droplet using the
vertical flight time. It is also important to note that the full
extent of the radial distance need not be incorporated in
the linearization process. When considering the deposition
on a chip which extends 1mm radially from a spray source
located at a vertical distance of 100mm, this means the radial
distanceR ≤ 0.01 is of importance.

2) Radial transport of droplets:In order to calculate
the radial trajectory, the timet, the droplet radiusrd, and
the initial radial velocity v0r must be known. The time
parameter is derived using the vertical trajectory discussion.
The electrical force is only applicable to vertical motion since
this is how the electric field appears to the droplets in the
very thin region of interest between the nozzle and wafer
surface. The force of gravity does not influence the radial
movement of the droplet as well. Therefore, only the Stokes
force must be considered. Note that the subscriptr in the
following equations refers to the vertical component of the
given variable. The acceleration of the droplet is defined as

ar (t) = − 9 ηa

2 ρd r2d
vr (t) or ar (t) = −s vr (t) (28)

Similar methods used for the vertical trajectory can be used
to solve the radial velocity given by

vr (t) = v0re
−s t (29)

and the radial displacement

dr (t) =
v0r (1− e−s t)

s
. (30)

The vertical and radial location as well as the velocity of the
droplet is now known. The radius remains unchanged, as it
was experimentally shown that the droplet radius is largely
unaffected outside of the heat zone [3]. The droplet carries
information regarding its position, velocity, and radius as it
passes to the next step in the model. Within the heat zone,
where the thermophoretic force is also present, the droplet
radius is reduced and the calculations are repeated until a
vertical displacement is sufficient for the droplet to traverse
the thermal region and reach the surface of the wafer.

C. Modeling Interaction between Droplet and Wafer Surface

For the droplet transport model, the deposition is carried
out by analyzing the influence of individual droplets. As each
droplet reaches the wafer surface, it spreads into a disk-like
shape, resulting in overlapping disks on the surface. This
interaction assumes the combination of a sufficiently-large
droplet volume and weak retardant forces when compared
to the electrical force. Within the Level Set code, the disk
shapes are generated by evenly distributing multiple parti-
cles, representing each droplet, in a circular pattern around
the point of impact between the droplet and surface. The
thickness and radius of the deposited disk depends on the
individual droplet volumes.

V. M ODEL II – DEPOSITION OFVAPOR

A. Experimental Setup

The deposition of tin oxide (SnO2) on silicon dioxide
using the spray pyrolysis deposition process was performed
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using an air atomizer which is not located directly above the
wafer, but rather on the side, emitting a spray towards the
wafer. as depicted in Fig 12.

Fig 12. Schematic for the spray pyrolysis process used at AIT, serving as
a basis for the presented topography simulations.

Additionally, the nitrogen pressure of the atomizer was
set to 2bar in air and 0.7bar in the liquid. These values are
outside of the data sheet for the nozzle used [43], which
is done in order to obtain smaller droplet sizes and slower
deposition rates [22]. However, the data sheet information
was extracted and the provided graph extended in order
to find an approximate radial distribution of particles. The
droplet radii vary between 1.5µm and 5.5µm. The spray
direction is also extrapolated from the data sheet for the
simulation.

The spray nozzle in use is one which produces a flat
spray pattern with droplet dispersal proceeding mainly in
the lateral axial direction. The vertical direction experiences
much less particle dispersal; however, some dispersal does
occur and the ratio between the lateral and vertical dispersal
is approximated to 10:1. The nozzle is approximately 20cm
laterally and 10cm vertically distanced from the substrate
and the spray is directed such that much of it is found above
the heated surface, where it can deposit onto the wafer. The
initial velocity of the droplets, as they are pushed out of the
atomizer are approximations made based on values found in
literature which suggest an initial particle velocity between
5m/s and 20m/s.

In the experimental setup the lack of a strong electrical
force and the very small size of droplets results in the
droplets not being able to be simulated individually, but
that interactions between droplets during their flight plays
a significant role in their trajectory. As the droplets reach
the surface, their small size causes them to evaporate in the
near vicinity of the heated wafer and deposit in the manner
of a vapor deposition.

B. Experimental Observation

There are several factors which influence the final thick-
ness of the deposited film. Those include spraying time,
volume of the sprayed solution, air pressure, distance of
the atomizer from the substrate, temperature of the pyrolysis
reaction, and time of the solution (SnCl4) aging. It was found
in [29] that thicknesses of the deposited SnO2 film decrease,
when the time interval between its preparation and its use in
the pyrolysis reaction increases. A suggestion is made to use
either a freshly made solution or a completely aged solution
during spray pyrolysis. During the presented experiments, the

the nozzle distance to the substrate, the air pressure, and the
solution aging remain constant, while the spray is constantly
applied.

After performing spray pyrolysis deposition, while direct-
ing the spray in parallel and perpendicular to the electrodes
as depicted in Fig 13, the V-I curves of the two chips are

Fig 13. Spray direction during deposition.

visualized in Fig 14. It was noted that regardless of the initial
spray direction and the direction of the droplets as they leave
the atomizing nozzle, the thickness of the grown thin film
and its electrical properties remain unchanged.

Fig 14. V-I curves between Electrode 1 and Electrode 4 for the chips
depicted in Fig 13.

This is likely due to the nozzle being placed at a distance
of approximately 30cm away from the substrate surface,
giving enough time for the Stokes retardant force to effec-
tively remove any influence of the droplets’ initial horizontal
velocity. Therefore, directionality plays no role in the film
deposition process. This also helps to eliminate the potential
of large droplets splashing onto the substrate surface. Large
droplets generally do not deposit uniformly on the desired
surface, but rather impact the heated wafer while in liquid
form, leaving behind a powder residue with weak sticking
properties to the silicon. The large droplets experience a
higher Stokes retardant force causing them to never reach
the 30cm displacement between the particle generation and
the substrate surface location.

The thickness of the tin dioxide layer depends on the spray
temperature and the spray time. With the heatpad temperature
set to 400oC, the thickness of the SnO2 layer is plotted
against the spray time in Fig 15. A linear relationship is
evident.

The thickness of the grown film does not change when
the deposition takes place on a step structure, as shown
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Fig 15. The influence of spray time on the thickness of the deposited SnO2
layer, with temperature set to 400oC.

in Fig 16(a), suggesting that the deposition is a result of
a CVD-like process and not a process which alludes to a
direct interaction between the deposition surface and the
liquid droplets. Fig 16(a) shows a resulting SnO2 thin film
after a spray pyrolysis deposition step lasting 45 seconds
with the substrate heated to 400oC. The resulting film
thickness is approximately 75–80nm. We conclude that the
droplets, which carry the depositing material, interact with
the substrate surface as a vapor and then deposit in a process
analogous to CVD.

(a) SEM image

(b) Simulation

Fig 16. Images showing the deposited SnO2 film as a results of a deposition
step. The good step coverage confirms a chemical and not physical reaction
takes place during deposition. The temperature used for the experiment is
set to T=400oC and the timet=45 seconds

C. Model Implementation

Our experimental data suggest a linear dependence on
spray time and a logarithmic dependence on wafer tempera-
ture for the growth rate of the deposited SnO2 layer. A good
agreement is given by the Arrhenius expression

dSnO2 (t, T ) = A1 t e
(−E/kBT ), (31)

whereA1 = 3.1µm/s, the thickness is given inµm, t is
the time in seconds,T is the temperature in Kelvin, andE
is 0.427eV . Fig 16 depicts the (a) experimental and the (b)
simulated topography of a deposited SnO2 film on a step
structure after applying a PSD process for 45 seconds at
400oC.

The growth equation (31) relates the thickness of the
deposited material to the applied time and temperature. How-
ever, this uniform growth is only valid for flat surfaces, while
deep trenches and sharp corners need extra considerations.
Since the droplets fully evaporate prior to depositing on the
surface, a non-linear simulation model analogous to CVD is
implemented. The implementation requires the combination
of Monte Carlo methods within the Level Set framework. A
single particle species is considered during deposition. As the
simulation is initiated, multiple particles are generated in the
simulation space with an average direction perpendicular to
and moving towards the wafer. The particles are represented
in terms of individual fluxes, given by

Γsrc = Γsrc (~x; ~w,E) ~x ∈ P , (32)

whereP is the surface which divides the region above the
wafer (reactor-scale) and the region comprising the wafer
(feature-scale) while the flux of arriving particlesΓsrc is
described in terms of particles which are moving in direction
~w arriving with an energyE per unit area. This energyE
is dependent on the time and temperature of the simulation
space, as it is the deciding factor in the speed of the
film growth. The distribution of particles stems from the
idea that their transport is characterized by the mean free
path of a gasλ which, for our process is in the range
of 9mm. In this range, the particle velocities follow the
Maxwell-Boltzmann distribution and the flux has a cosine-
like directional dependence

Γsrc (~x; q, ~w,E) = Fsrc

1

π
cosθ, cosθ = ~w · ~nP , (33)

whereFsrc is uniform and~nP is the normal vector toP
pointing towards the wafer surface.

In the feature-scale region, particles may also be reflected
from the wafer walls, modeled using a sticking coefficient,
resulting in their deposition elsewhere on the wafer or them
leaving the simulation space entirely. Reflected particles
follow the Knudsen cosine law [51]. The total flux is then
composed of source particles with fluxΓsrc and re-emitted
particles, which stick on recursive impactΓre. For the spray
pyrolysis deposition process, it was found that a sticking
coefficient of 0.01 has the best fit to experimental data and
was therefore used for the model. The motion of reflected
or re-emitted particles is then tracked with their sticking
probability reduced after each surface impact. The tracking
of a single particle is deemed concluded when its sticking
probability reaches 0.1% of the original sticking coefficient.
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VI. SPRAY PYROLYSIS DEPOSITIONSIMULATIONS

A. YSZ Deposition using ESD Pyrolysis

The YSZ deposition using an ESD process from [3]
is simulated using Model I discussed in Section IV. The
parameters of the solution used and therefore, the properties
of the droplets which are simulated are listed in the table-
from Appendix IV. The given equation for the electric field
provides the magnitude at each location; however, in order
to follow the droplet trajectory, the individual components
of the electric field in each direction are required such that,
in cylindrical coordinates,~Eext = (Eρ, ϕ, Ez). The droplet
angleϕ is unaffected by the applied forces since they act
only in the radialρ and verticalz directions.

Fig 17 shows a silicon surface geometry which extends
50mm by 50mm after 1, 10, 20, 50, and 100 spray cycles
with 100,000 droplets per cycle and the spray nozzle located
270mm above the surface.

(a) After 1 spray cycle (b) After 5 spray cycles

(c) After 10 spray cycles (d) After 20 spray cycles

(e) After 50 spray cycles (f) After 100 spray cycles

Fig 17. Macroscopic spray pyrolysis simulation on a 50mm by 50mm
geometry. Each spray cycle contains 100,000 droplets.

The images in Fig 17 show little how the thin film is
deposited, when the deposition process is modeled as a
sequence of droplets landing onto the surface and depositing
a disk shaped film. Fig 18 shows an area which expands
250µm by 250µm. Several droplets are shown including
overlapping of the disk shapes on the surface as they are
being deposited. The lighter surface is the wafer while the

darker disks are the deposited YSZ films. Each depositing
droplet is modeled using 109 particles which accelerate to the
surface and add a slight component to the overall deposited
film thickness.

(a) 15 droplets (b) 100 droplets

Fig 18. Spray pyrolysis simulation on a 250µm by 250µm geometry.

B. Tin Oxide Deposition using PSD Pyrolysis

The presented simulations are performed using Model II,
presented section V. The first simulation, shown in Fig 19(b)
is compared to the measured result from Fig 19(a). The
geometry is of a typical electrode structure for a SnO2 gas
sensor and is the front view for the FIB cut shown in Fig 2.
The simulation and experiment is performed using a time of
30s and the substrate placed on a surface heated to 400o.

In order to observe how the deposition of SnO2 films
using spray pyrolysis fills various trench depths, several
simulations are performed. The simulations were done on
a trench with a 1000nm height and walls angled at 2o. A 30
second simulation at a temperature of 400oC was carried
out for trench widths of 300nm, 200nm, 150nm, 100nm,
75nm, and 50nm with results shown in Fig 20. The expected
resulting SnO2 thickness is 50nm. It is evident that when
the trench width does not allow for the film to comfortably
grow, a pinch-off at the top of the trench is visible. This is
especially clear for the thinnest trenches of 75nm and 50nm
in Fig 20(e) and Fig 20(f), respectively. In order to ensure a
trench cavity large enough to enable the detecting gas to flow
and be detected by the deposited layer, a minimum trench
width of 200nm is recommended.

VII. C ONCLUSION

In order to manufacture solid oxide fuel cells and smart gas
sensor devices, the spray pyrolysis deposition technique is
used to grow an ultrathin yttria-stabilized zirconia layer and a
SnO2 layer, respectively. Two different models are developed
for the spray pyrolysis deposition technique, which depict
two different experimental scenarios.

The first model, Model I, assumes that the accelerating
forces are stronger than the retardant forces and that the
droplet sizes are large enough to enable individual droplets
to reach the wafer surface. Once they reach the surface, each
droplet leaves a flat, disk-shaped imprint on the surface of
the wafer. This is modeled by tracking the generation of
droplets and their trajectory through the ambient as they are
influenced by four external forces: gravity, electrical, Stokes,
and thermophoretic.
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(a) TEM image of a FIB cut with Pt on top, showing the geometry of atypical electrode structure with deposited SnO2 layer.

(b) Simulated deposition of SnO2 on a typical electrode geometry.

Fig 19. Image showing the (a) measured and (b) simulated deposited SnO2 film as a results of spray pyrolysis deposition.
The deposition is performed with the heated substrate at a temperature T=400oC for a time t=30s.The image is a side view of the FIB cut shown in Fig 2.

(a) W=300nm (b) W=200nm (c) W=150nm

(d) W=100nm (e) W=75nm (f) W=50nm

Fig 20. Sample spray pyrolysis deposition of SnO2 simulation showing a
30s spray pyrolysis deposition at 400oC with a trench depth of 1000nm and
widths ranging between (a) 300nm, (b) 200nm, (c) 150nm, (d) 100nm, (e)
75nm, and (f) 50nm. Sidewall angles are set to 2o and the resulting SnO2
thickness is expected to be approximately 50nm.

The second model, Model II, deals with spray pyrolysis
systems which produce very small droplets which reach the
vicinity of the heated wafer surface and evaporate prior to
deposition. Once they reach the surface, their deposition is

analogous to that of a CVD process and the model reflects
this. A model which relates the deposited film thickness to
the spray time and wafer temperature is derived. Within the
simulator, the Monte Carlo method is used in combination
with the Level Set framework in order to visualize the
topography moving as a result of the deposition.

Both presented models have been implemented into a
process simulator which can already handle many CMOS
processes. This allows for an easy integration of these models
within a sequence of CMOS processing steps.

APPENDIX

I - DERIVATION OF DROPLETTRANSPORTEQUATIONS:
VELOCITY-DEPENDENTACCELERATION

This section is devoted to describe the derivation of the
equations of motion for a droplet experiencing a force in
the direction of its motion, such as gravity as well as forces
working against its motion like the thermophoretic force and
the velocity-dependent Stokes force. For now it is assumed
that there is no influence from the electric force on the droplet
motion. The first step is to equate all forces acting on the
droplet

Ftot = Fg + (Fth) + FS , (34)

whereFg is the force due to gravity,FS is the Stokes force,
and the thermophoretic forceFth is in brackets, because it
is only included, when the droplet reaches the heat zone,
and at that point, the radius must be modified according
to its evaporation. However, for the following derivations,
a constant radius has been assumed. Therefore, when the
thermophoretic force is included, a smaller radiusrd is
carried through the equations. The forces can be converted

Engineering Letters, 21:4, EL_21_4_09

(Advance online publication: 29 November 2013)

 
______________________________________________________________________________________ 



to droplet acceleration using

a (t)tot = a (t)g + (a (t)th) + a (t)S , (35)

wherea (t)g, a (t)th, anda (t)S are the droplet accelerations
due to gravity, the thermophoretic force, and the Stokes force,
respectively. SinceF = m · a, then

a (t) = g +

(

Fth

m

)

+
FS

m
(36)

and the droplet massm is given by

m =
4π

3
ρd r

3
d. (37)

The explicit equation for the droplet acceleration can be
derived by substituting the relevant forces and the droplet
massm into (36)

a (t) =

[

g +

(

− 27 η2a κa ∇T

4 ρa ρd T (2κa + κd) r2

)]

− 9 ηa

2 ρd r2
v (t) ,

(38)
where the meaning and values for the droplet and ambient pa-
rameters in (38) can be found in the tablefrom Appendix IV.
In order to simplify the derivation, all constant values will
be grouped together and only two constants will remain in
the form of the independent constanta and constantb, which
relates the velocity dependence of the acceleration

a = g+

(

− 27 η2a κa ∇T

4 ρa ρd T (2κa + κd) r2

)

, b =
9 ηa

2 ρd r2
v (t) ,

(39)
allowing for (38) to be rewritten as

a (t) = a− b v (t) , (40)

The solution to (40) is found by first noting that it is a
differential equation

dv (t)

dt
= a− b v (t) , (41)

which can be re-written in the form

dv (t)

dt
+ b v (t)− a = 0 (42)

and converted into Euler’s characteristic equation

r + b = 0. (43)

This characteristic equation only has one root,r = −b,
meaning the velocity can be solved by writing

v (t) = Ae−b t +B, (44)

whereA and B are constants. In order to findA and B,
two assumptions must be made: the initial velocityv (0) =
v0 is known and at some timet, the velocity will reach a
terminal velocity due to the equivalent and opposite forces

acting on the droplet, meaning
dv (t)

dt
t=∞ = 0. Therefore,

when t approaches infinity,v (t) from (44) approachesB,
meaning thatB is the terminal velocityv∞. This can be
substituted into (40) to obtain

0 = a− bB, thenB =
a

b
. (45)

Now that B and v (0) are known, they can be substituted
into (44) to findA

v0 = A+
a

b
, thenA = v0 −

a

b
, (46)

giving the final description for the velocity of the droplet at
any timet

v (t) = v0 e
−bt − a

b
e−b t +

a

b
. (47)

In order to find the displacement of the droplet under the
given forces, (47) can be integrated fromt = 0, when the
initial displacementd0 is set to 0

d (t) =

t∫

0

v (t) dt =

t∫

0

(

v0 e
−b t − a

b
e−b t +

a

b

)

dt. (48)

resulting in

d (t) =

[

−v0

b
e−b t +

a

b2
e−b t +

a

b
t

]t

0

. (49)

The displacement is then given by

d (t) =
a

b
t+

a

b2
e−b t −

v0

b
e−b t −

(

−
v0

b
+

a

b2

)

(50)

or

d (t) =
1

b

(

v0 −
a

b

)

(
1− e−b t

)
+

a

b
t. (51)

The time t is needed in order to calculate the droplet
displacement. As the droplet travels through the ambient, it
is much easier to calculate the time required for the droplet
to reach the wafer followed by the calculation of the radial
direction displacement. This would make simulations much
quicker than a discretization of the timet in order to follow
the droplet trajectory. The time is found by inverting (51)

t =

aW

[

(a− b v0) · e1−
b(v0+b d(t))

a

a

]

− a+ b v0 + b2 d (t)

a b
,

(52)
where W [·] is the Lambert-W function which is solved
iteratively and is defined by

z = W (z) eW (z). (53)

APPENDIX

II - D ERIVATION OF DROPLETTRANSPORTEQUATIONS:
VELOCITY- AND DISPLACEMENT-DEPENDENT

ACCELERATION

When the acceleration of a droplet also depends on the
droplet’s position in a simulation environment, or the dis-
placement from its original position, such as is the case with
the application of an electric force to a droplet’s transport,
the total force experienced by a droplet becomes

Ftot = Fg + (Fth) + FS + Fe, (54)

whereFe is the electric force and the acceleration becomes

a (t)tot = a (t)g + (a (t)th) + a (t)S + a (t)e . (55)
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Acceleration due to the applied electric field is modeled as
a linear displacement-dependent acceleration

c =
6

ρd

√

γ ǫ0

r3d
·
Φ0

H
·

KV

log (4H/R)
ce, (56)

while acceleration due to gravity and the Stokes component
of the acceleration remain the same from the velocity-
dependent acceleration derivation. Therefore, the following
equation must be solved to find the droplet displacement after
time t

a (t) = a− b v (t) + c d (t) . (57)

The equation can be re-written into a standard quadratic
form, which is easier to solve

a (t) + b v (t)− c d (t)− a = 0. (58)

Noting thata (t) =
d2 d (t)

dt2
, v (t) =

d d (t)

dt
, and d (t) is the

displacement.

d d2 (t)

dt2
+ b

d v (t)

dt
− c d (t)− a = 0. (59)

Using the Laplace method for solving differential equa-
tions, the characteristic equation, (59) can be re-written using
s to depict a derivation step andri to depict the roots
of equations. Assuming the initial velocityv0 and initial
displacementd0, (59) becomes

(
s2 d (t)− s d0 − v0

)
+ b (s d (t)− d0)− c d (t)− a

s
= 0.

(60)
Multiplying by s gives

s3 d (t)− s2 d0 − s v0+ s2 b d (t)− s b d0− s c d (t)− a = 0.
(61)

Isolating ford (t) gives

d (t) =
s2 d0 + s (v0 + b d0) + a

s (s2 + s b− c)
, (62)

which is then split according to the numerator’s power ofs
using partial fractional decomposition

d (t) =
s d0

(s2 + s b− c)
︸ ︷︷ ︸

+
v0 + b d0

(s2 + s b− c)
︸ ︷︷ ︸

+
a

s (s2 + s b− c)
︸ ︷︷ ︸

.

System 1 System 2 System 3
(63)

The roots of the equation can be found by findings values
for which (63) is invalid, or infinity. These roots are

r1 =
− b+

√
b2 + 4c

2
, r2 =

− b−
√
b2 + 4c

2
, r3 = 0.

(64)
In order to find the final equation for the displacementd (t),
a solution to each system in (63) must be found and added
together

• System 1
System 1 is set up such that the two roots are separated

s d0

(s2 + s b− c)
=

A1

(s− r1)
+

B1

(s− r2)
, (65)

whereA1 andB1 are parameters to solve the displace-
ment due to System 1

d (t)1 = A1 e
(−r1 t) +B1 e

(−r2 t). (66)

A1 andB1 are found using (65)

A1 = d0

(

1− r2

r2 − r1

)

, and B1 = d0
r2

r2 − r1
.

(67)
• System 2

Similar to System 1, System 2 is set up, separating the
effects from the two roots

v0 + b d0

(s2 + s b− c)
=

A2

(s− r1)
+

B2

(s− r2)
, (68)

whereA2 andB2 are parameters to solve the displace-
ment due to System 2

d (t)2 = A2 e
(−r1 t) +B2 e

(−r2 t). (69)

A2 andB2 are found using (68)

A2 = −v0 + b d0

r2 − r1
, and B2 =

v0 + b d0

r2 − r1
. (70)

• System 3
System 3 has an additional root involvement from the
presence ofs in the denominator, so the system is set
up as

a

s (s2 + s b− c)
=

A3

(s− r1)
+

B3

(s− r2)
+

C3

s
, (71)

where A3, B3, and C3 are parameters to solve the
displacement due to System 3

d (t)3 = A3 e
(−r1 t) +B3 e

(−r2 t) + C3. (72)

A3, B3, andC3 are found using (71)

A3 =
a

r1 (r1 − r2)
, B3 =

a

r2 (r2 − r1)
, and C3 =

a

r1 r2
.

(73)

After combining all three systems, the equation which
governs the displacement at timet due to velocity and
displacement-dependent acceleration is given by

d (t) = (A1 +A2 + A3) e
−r1 t+(B1 +B2 +B3) e

−r2 t+C3.
(74)

It should be noted that, if the initial displacement is set to
0, thenA1 = B1 = 0. Similarly, if the initial velocity is
also set to 0, thenA2 = B2 = 0, significantly reducing the
complexity of the problem.

APPENDIX

III - D ROPLET RADIUS DISTRIBUTION

The random distribution for the droplet radius for spray
pyrolysis deposition Model I (17) is derived in this section.
The volume fraction is evenly distributed along the droplets
whose radii range fromrmin = 2.5µm to rmax = 55µm.
Therefore, the first step is to relate the radius distribution
linearly to a valuex ∈ [0, 1] so that asx goes from 0 to 1,
rd goes fromrmin to rmax:

rd (x) = (rmax − rmin)x+rmin, wherex ∈ [0, 1] . (75)

Next, the assertion is made thatx represents the evenly
distributed volume number fraction, or normalized volume
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ξ = x. Using the equation for the volume of a sphere, the
relationship between volume and radius is established as

Vsphere =
4π

3
r3d. (76)

Therefore, when the volume is evenly distributed, the effect

on the radius will beξV ∝ 1

r3d
.

We know that the radius distribution should follow the
equation

rξ =
C

r3d
, (77)

whereC is a normalization constant which must be found,
rξ is the randomly distributed radius, andrd is the radius
relatingrmin andrmax to an even volume distributionξV ∈
[0, 1] from (75)

rξ =
C

[(rmax − rmin) ξV + rmin]
3. (78)

Inverting (78) to solve forξV allows to find the cumulative
probability density (CPD) functionΦ (rξ)

Φ (rξ) = ξV =
1

rmax − rmin





(

C

rξ

)1/3

− rmin



 . (79)

The derivative of (79) gives the probability density function
(PDF)

f (rξ) =
dΦ (rξ)

drξ
= −

C1/3

3
·

1

rmax − rmin
· r−4/3

ξ , (80)

where it can be noted that the lastrmin term from (79) has
disappeared. The only non-constant term in (80) isr

−4/3
ξ ,

therefore a replacement constant, which will be the new
normalization constant is introduced for simplicity

A ≡ −C1/3

3
· 1

rmax − rmin
(81)

and (80) can be rewritten to

f (rξ) = A · r−4/3
ξ . (82)

Using the PDF from (82), we can now proceed to find
the normalized distributionrξ, but first the normalization
constantA must be found by integrating (82) with respect
to rξ from rmin to rmax and equating the integral to 1

rmax∫

rmin

f (rξ) drξ =

rmax∫

rmin

A · r−4/3
ξ drξ = 1, (83)

which can be solved to

−3A





(

1

rmax

)1/3

−
(

1

rmin

)1/3


 = 1, (84)

giving the normalization constantA

A = − 1

3
[

r
−1/3
max − r

−1/3
min

] (85)

and the normalized PDF

f (rd) = −
1

3
[

r
−1/3
max − r

−1/3
min

] · r−4/3
d . (86)

Now one can integrate the normalized PDF fromrmin to rξ
to find the CPD

rξ∫

rmin

f (r) dr =
r
−1/3
ξ − r

−1/3
min

r
−1/3
max − r

−1/3
min

= ξV (87)

and invert the CPD to find the quantile function and solve
for rξ

rξ =
{

ξV ·
[

(rmax)
−1/3 − (rmin)

−1/3
]

+ (rmin)
−1/3

}−3

,

(88)
which gives the equation for the radius distributionrξ
betweenrmin and rmax when the volume number fraction
ξV is evenly distributed andξV ∈ [0, 1].
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