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Abstract—Speech emotion recognition, using the 

convolutional neural networks (CNN) model, is challenging due 

to the problem of features loss and the decrease of recognition 

accuracy. To address this issue, a Multi-level residual CNN 

model is proposed is this paper. In this model, the speech 

signals are converted into spectrogram, then the multi-level 

residual identity maps are introduced to compensate the 

missing features in the CNN during the convolution process, so 

as to improve the recognition accuracy of speech emotion. The 

research results show that the Multi-level residual CNN can 

achieve 74.36% recognition accuracy on the EMO-DB dataset, 

which has better performance than traditional deep CNN 

method. 

 

 

Index Terms—CNN, residual network, speech emotion 

recognition 

I. INTRODUCTION 

peech signal is the most frequently used in 

human-computer interaction[1]. With the rapid 

development of artificial intelligence technology, new 

requirements for high-performance and fast Speech Emotion 

Recognition (SER) systems have been put forward in 

different application scenarios. For example, hospital nurse 

service robots require 24 hours to monitor the emotional state 

of the patient in the ward without interruption, so that the 

doctor can make a comprehensive judgment and provide 

better treatment for the patient's condition. The vehicle 

monitoring system needs to monitor the driver's emotional 

state to avoid the driver's emotional excitement which will 

cause wrong judgment [2]. There are three main challenges 

to speech emotion recognition. Firstly, the selection of 

emotional features is tough, as determining which features 

can represent emotions is hard [3]. Secondly, the recognition 

of speech emotions is influenced by varieties of factors such 
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as the accent of speaker, the speech style. and the poor 

generalized model [2], [3]. Finally, the speech signal is 

affected by noise and multiple sources in the environment, 

which reduce the efficiency of emotion recognition. 

With the advent of high-performance computers, 

image-processing has become easy to implement. A new 

hotspot of speech emotion recognition research is 

transforming speech signals into speech spectrogram for the 

recognition object of speech emotion recognition. This 

method can avoid the cumbersome process of manual feature 

extraction, reducing the workload in the modeling and 

training process. Moreover, it can not only reflect the energy 

characteristics of the speech signal, but also the texture 

features reflecting the rhythm changes in the speech signal. 

In recent years, many researchers have begun to study the 

speech emotion recognition based on the spectrogram, and 

achieved good results. Wang K-C et al. first obtained the 

spectrogram of the four emotions of anger, sadness, 

happiness and fear in the database, then enhance the contrast, 

and use Laws masks to represent the types of emotions. they 

achieved recognition accuracy of 73.06%, 77.42%, and 

65.20% on the EMO-DB, eNTERFACE, and 

KHUSCEmoDB databases by SVM [4]. Zhang S et al. 

applied the Mel spectrogram and the AlexNet deep learning 

model in SER system and extract features by discriminating 

temporal pyramid mapping. The results revealed that the 

pre-trained AlexNet deep learning model performed well and 

achieved 72.35 % on the EMO-DB dataset [5]. Prasomphan 

S et al. applied ANN (Artificial Neural Networks) and the 

score map to identify five emotions (anger, sadness, 

happiness, neutrality and fear). They divided the 

spectrogram into 16 small areas and judge the scores of each 

area, and obtained a good recognition rate [6]. Badshah AM 

et al. proposed a deep CNN (Convolutional Neural Network) 

which contains three convolutional layers and two fully 

connected layers, the recognition accuracy reached 73.8% on 

the EMO-DB dataset [7]. Fayek, H. M et al. illustrated the 

influence of deep learning structure on the rate of speech 

emotion recognition. They explored the different structures 

of ANN, RNN (Recurrent Neural Network), CNN, 

LSTM-RNN for anger, happiness, sadness, neutral. The 

result indicated that two convolutional layers and the two 

fully connected layers have the best performance, and the 

recognition rate achieved 64.78% on the IEMOCAP dataset 

[8], [9]. 

However, as the number of convolution layer increases of 
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using CNN model, the original features will be gradually lost, 

resulting in a decrease in the recognition accuracy [10], [11]. 

Aiming at this problem, this paper proposed a Multi-level 

residual CNN structure [12]. Multi-level residual CNN 

improves the recognition rate by transmitting the original 

feature information to different levels of convolution 

structure [13], thereby compensating for the missing feature 

information in the CNN convolution process. 

This paper is organized as followed: Section 2 introduces 

the proposed model in detail. Section 3 introduces the 

preparation work. Section 4 demonstrates the experiment 

and analysis. Finally, conclusions are drawn in Section 5. 

II. METHODS 

A. Spectrogram 

The spectrogram is wildly used in representing 

three-dimensional information in a two-dimensional image. 

In the spectrogram, the horizontal axis represents time while 

the vertical axis represents the frequency value of the speech 

signal [14]. The energy value of the speech signal is 

represented by color, here the low energy is represented by 

dark blue while the stronger energy is red. The frequency 

distribution and energy change of the speech signal with 

emotion often have certain rules, so the spectrogram contains 

the characteristic information such as the fundamental 

frequency, unvoiced sound and popping sound [15]. 

The process of obtain the spectrogram is shown in fig. 1.  

In this process. The basic idea is that the speech signal can 

be regarded as a smooth linear signal in each frame of the 

signal [16]. The resolution of the spectrogram [17] will have 

a greater impact on the training of the network model. Higher 

resolution will result in slower training and difficulty in 

fitting while too low resolution will result in lower 

recognition accuracy. Therefore, the resolution of the 

spectrogram is set to 512x512 [18]. The sample of the 

emotional speech spectrogram used in this paper shown in 

fig. 2. 

B. Convolutional Neural Network  

The convolutional neural network is a deep learning 

network structure that extracts the regional features of an 

image layer by the convolution kernel and the pooling layer. 

By setting the size and step size of the convolution kernel 

[19], it can be traversed in the image as a small block area. 

The pooled layer is employed to reduce the dimension of the 

convolved image, which cut down the number of network 

weights and improve the training efficiency. Since each 

convolution kernel of the convolutional layer is equivalent to 

a feature extractor, CNN can extract low/mid/high-level 

features in the image [20]. The more layers of the network, 

the more features can be extracted to different levels. The 

realization of convolutional neural networks is mainly based 

on three important ideas: sparse interaction, parameter 

sharing and isomorphic representation [21]. The calculation 
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Fig. 1. Process of make spectrogram  
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Fig. 2. Spectrogram samples 
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rule between CNN different connection layers is as shown in 

formula (1): 
( ) ( 1) ( ) ( )h l l l ly w b                                 (1)  

Where ( ) ( )w l m j kR   represents the tensor of convolution 

kernel, j , k respectively the width and height of the 

convolution kernel m the number of convolution kernels, 

l the convolutional layer, ( )b l  the bias value of the neural 

network, and
( 1)y l

the previous convolution output of the 

convolutional layer. The convolved value also needs to be 

pooled [22,23]. The pooling layer can compress the input 

feature map, simplifying the network complexity, and extract 

the main features. 

C. Residual structure  

The main idea of the residual structure [24] is inputting 

the original information directly into the convolutional layer. 

The principle is shown in Fig. 3. Assuming that the expected 

output after two layers of convolution is H( )x , the 

optimization learning goal of the next layer 

is F( ) ( )x H x x  after the congruent mapping, where x is 

the output value of the upper layer of the convolution network. 

Therefore, the optimization target is H( )x x , which 

converted into the difference between the output and the 

input. The residual can speed up the training and improve the 

training effect [25]. 

D. Proposed model 

 CNN can extract the deep feature information [26], 

however, with the deepening of the convolutional layer, the 

extracted feature information becomes less and less semantic. 

Consequently, the problem of losing original feature [27] 

information is easy to occur, reducing the recognition 

accuracy. Since the recognition accuracy can be effectively 

improved as the residual structure can connect the original 

information. Therefore, this paper proposes a new model by 

adding the residual structure to the CNN structure, which is 

defined as Multi-level residual CNN.As it is shown in Fig.4.  

This model is a deep neural network containing multiple 

convolution pooling layers and residual structures. The 

spectrogram containing the original information is first 

traversed by the convolution kernel of the convolutional layer, 

and the extracted feature map [28] information is treated as 

the input information of the next layer convolution. After the 

convoluting the multiple convolution layers, the original 

information is gradually lost [29]. The extracted feature 

information is more and more difficult to characterize the 

information of the spectrogram [30]. By introducing the 

residual structure at the appropriate position, the feature 

information can be compensated, while the depth of the 

convolutional layer can be deepened [31]. The 

high-dimensional features extracted by multiple residual 

structures and convolutional layers need to be calculated by 

the fully connected neural network [32], and the final results 
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Fig. 4. Multi-level residual CNN 
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are classified and output by the softmax [33] classifier. The 

loss function used in this paper is cross entropy loss function 

[34], which is defined as in formula (2). 

1
ˆC log( )

K
L

K KK
y y


                                        (2) 

Where C is value of the loss function, K representing the 

different categories, ŷ {0,1}K the label changing from 1 

to K , 
( )y L

the actual output of the network model. Deep 

neural network [35] training is achieved by a suitable 

optimizer [36] to minimize the loss function. where the 

gradient descent [37]is the most commonly method. The 

RMSProp algorithm [38] employed in this paper is one of the 

variants of the gradient descent algorithm which has the 

characteristics of full parameter self-adaptation and it is 

important for improving the training speed. RMSProp is 

demonstrated by formula (3) and (4). Where r is the slip rate 

of the squared value of the gradient, w  the decay rate, 

and the learning rate. 
2r : (1 )( / )r C w                                           (3)                          

/
w :

C w
w

r




 
 


                                           (4) 

The number of layers of the CNN, the size of the 

convolution kernel, the connection order of the residual 

network and the number of neurons in the fully connected 

layer on the recognition effect will be explored in Part5. 

E. Preparation work 

The database, the preprocessing of speech signals, the 

experimental platform and the parameters settings are 

introduced in this section. 

The performance of the model is tested based on the Berlin 

Database (EMO-DB). EMO-DB is composed of seven 

different emotions (anger, boredom, fear, disgust, happiness, 

sadness, neutrality) which expressed by actors. The sampling 

frequency of the EMO-DB database is 16Khz. The detailed 

description of the database is shown in Table I. 

The EMO-DB database applied in the experiment contains 

of 535 speech emotion signals. The dataset is expanded 

courtesy of the difficulty of obtaining a better model that the 

sample size is too small. The expansion of the dataset mainly 

includes random cropping, random flipping, graying, adding 

noise points [39], etc. and the final get 50000 spectrograms, 

each emotion contains approximately 7000 spectrograms. 

In the experiment, the TensorFlow [40] is used to complete 

the construction of the proposed network model and the 

implementation of the training algorithm. The parameters of 

TABLE I  

DATABASE DISTRIBUTION  

Emotion Anger Disgust Fear Happiness Sadness Boredom Neutrality Total 

Samples 127 46 69 71 62 81 79 535 

 

TABLE II 

PLATFORM CONFIGURATION  

Devices GPU CPU CUDA System 

Name GTX1080 E5-2665 3584 Ubuntu16.04 

TABLE III 

 TRAINING PARAMETERS 

Parameter Learning rate Decay Iteration Batch size 

Value 0.001 1e-6 1e5 50 

  
 

TABLE IV 

EXPERIMENTAL RESULTS 

Structures Accuracy 

C (16 10 10) C (32 10 10) (716) 2 max Reference[7]onv pool onv pool FC soft           73.57 

C (120 11 11) C (256 5 5) C (384 3 3) (1024) (2048) max Reference[8]onv pool onv pool onv pool FC FC soft               71.51 

C (32 4 4) C (64 8 8) C (64 10 10) (716) 2 maxonv pool onv pool onv pool FC soft             
 70.63 

C (32 4 4) C (64 8 8) C (64 10 10) (716) 2 maxonv pool onv pool onv pool FC soft             
 72.18 

C (32 4 4) C (64 8 8) C (64 10 10) (716) 2 maxonv pool onv pool onv pool FC soft             
 73.14 

C (32 4 4) C (64 8 8) C (64 10 10) (716) 2 maxonv pool onv pool onv pool FC soft             
 70.72 

C (16 2 2) C (16 4 4) C (32 8 8) C (64 10 10) + (716)+ (1024) maxonv pool onv pool onv pool onv pool FC FC soft               
 74.36 

C (16 2 2) C (16 4 4) C (32 8 8) C (64 10 10) + (716)+ (1024) maxonv pool onv pool onv pool onv pool FC FC soft               
 69.08 

C (16 2 2) C (32 4 4) C (32 8 8) C (64 8 8) + (716)+ (1024) maxonv pool onv pool onv pool onv pool FC FC soft               
 73.29 

C (16 2 2) C (32 4 4) C (32 8 8) C (64 10 10) + (716)+ (1024) maxonv pool onv pool onv pool onv pool FC FC soft               
 74.14 

C (32 4 4) C (64 8 8) C (64 10 10) C (64 10 10) + (716) 2 maxonv pool onv pool onv pool onv pool FC soft                
 60.37 
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server platform and detailed training parameters used in the 

training verification are shown in Table II and Table III. 

III. RESULTS AND RESULT ANALYSIS  

In this part, the experiment and parameters analysis of the 

proposed model are demonstrated in detail. The parameters 

and comparative study with other method are analyzed. 

A. Experiments 

The experiment first reproduced the results of the CNN 

model proposed in [7] and [8]. Then the training and testing 

of the Multi-level residual CNN model is also introduced. 

The experimental results were shown in Table IV. The 

results unveil that the change of the structure has a direct 

relationship with the recognition accuracy. The recognition 

accuracy begins to increase when the residual structure is 

added as well as the number of the convolutional layer is 

three. As the original information that is before the first 

convolutional layer is gradually introduced into the deeper 

convolutional layer, the recognition rate begins to increase 

slowly. When the original input information is completely 

introduced before the fully connected layer, the recognition 

rate starts to decrease because the residual value is too large 

to fit. When the convolution layer is deepened to the fourth 

layer, the recognition rate is further improved. The difference 

is that the maximum value of the recognition rate of the four 

convolutional layers does not appear in the structure that 

further introduces the original information into the deep 

layer. When the original information is completely 

introduced before the fully connected layer, its recognition 

rate is greatly reduced. Therefore, when the convolutional 

layer reaches four layers, continuing to deepen the network 

does not improve the recognition rate. 

By analyzing Table IV, it can be found that the Multi-level 

residual CNN can reach up to 74.36%, and its structure is 

composed of four convolutional layers, two fully connected 

layers and three residual structures. 

B. Model performance testing and analysis 

Convergence speed and accuracy 

In order to test the recognition accuracy and convergence 

speed of Multi-level residual CNN, the experiment tested the 

Multi-level residual CNN and the subsequent network model 

before adding the residual structure. The results are 

illustrated in Fig. 5 and Fig. 6. It shows the variation of the 

train accuracy and the test accuracy with iterations before 

and after of adding the residual structure. 

It can be clearly seen from Fig. 5and Fig. 6 that the model 

recognition rate rises surging after adding the residual 

structure. When the iteration is about 40,000 times, the test 

recognition accuracy enters a steady state. On the other hand, 

the recognition rate of the Multi-level residual CNN model 

without residual fluctuated greatly and was very unstable. As 

shown in Fig. 7, Multi-level residual CNN without residual 

convergence process is relatively stable, and there is no large 

fluctuation of the loss value. Multi-level residual CNN has 

the fluctuation of the loss function value, but the convergence 

speed is significantly faster. In summary, the performance of 

Multi-level residual CNN is better than the CNN without 

residual structure. The model performance also shows in 

Fig.7, which verifies the superiority of the proposed model. 
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Fig. 5. Train accuracy 
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Fig. 6. Test accuracy 
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Fig. 7. Loss value 
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Recognition accuracy for different emotions 

From the above experiments it can be concluded that 

Multi-level residual CNN has better performance of 

identifying different emotions. For furtherly analyzing the 

performance of Multi-level residual CNN, it is tested on the 

EMO-DB dataset. The statistical results are shown in Fig. 8.  

It indicates that Multi-level residual CNN has a good 

recognition effect on Anger, Boredom, Disgust, Neutral, and 

Sad, and the recognition accuracy is higher than 70%. 

Among them, it has the   best recognition accuracy for the 

emotion of Anger and Sad, and the recognition accuracy is 

higher than 80% owing to the more obvious of the energy 

value characteristics of these two emotions. However, the 

recognition rate of Fear and Happy is poor, which is lower 

than 50%. This because that the two emotional energy values 

are unstable and difficult to identify. It should be noted that 

the recognition accuracy is also related to the language type, 

speech style, and cultural background of the dataset. 

 

Performance comparison 

In order to furtherly illustrated the superiority of the 

proposed model, the recognition effects of different emotions 

are tested. Table V is a comparison of the overall recognition 

rate of the model. It can be seen that the overall recognition 

rate of Multi-level residual CNN is higher than [7] and [8], 

but the recognition rate without adding a residual structure is 

slightly lower than [7], and higher than [8]. Fig.9 is a 

statistical comparison of the rate of recognition of each of the 

three different models. 

We can find that Multi-level residual CNN have higher 

recognition of Anger, Disgust, and Sad than the other two 

methods while the recognition rate of the Fear is lower than 

the other two methods. The recognition rate of Happy, 

Boredom and Neutral is higher than [7]. The proposed model 

is lower than [8]. In general, the recognition rate of different 

types of emotions in the model proposed by this study is 

similar to [7]. That is, the recognition rate of Anger, Disgust, 

and Sad is higher while the recognition effect of Fear and 

Happy is poor. The [8] has a better recognition effect for 

Boredom and Neutral. In summary, Multi-level residual 

CNN increases the recognition rate to 74.36%, which can 

better identify the emotions in the EMO-DB database, 

proving that the proposed method has better performance. 

IV. CONCLUSION 

This paper proposed a Multi-level residual CNN model, 

which can compensate the missing features of the CNN. In 

this study, we first turn the speech emotion signal into a 

spectrogram, and then use the spectrogram to train the 

Multi-level residual CNN model, and explore the 

performances with different size and number of CNN 

convolution kernel, the convolution layer, the connection 

position of the residual structure, etc. And then compared it 

with the related other CNN models. The experiment results 

indicate that the proposed Multi-level residual CNN has 

better performance than the other deep CNN model and can 

effectively improve the recognition rate of speech emotion. 

The model proposed in this paper maybe helpful for the 

study of speech emotion recognition using spectrogram and 

deep learning while there are some improvements we ought 

to notice: 

(1) The process of transforming speech signal into speech 

spectrogram is relatively time-consuming. Improve the 

real-time performance of the whole recognition process is the 

next research direction. 

(2) The speech signal is a sequence with strong timing. 

Solve the sample sequence is the next stage of research. 

 

Fig. 8. Confusion matrix 

 

 

 

 

TABLE V 

ACCURACY COMPARISON 

Methods Accuracy 

Proposed model in [7] 73.57% 

Proposed model in [8] 70.57% 

Multi-level residual CNN 74.36% 

Multi-level residual CNN without residual 72.15% 
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