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B. Decision Trees

Decision trees is one of the supervised learning algorithms
that can be applied to both classification and regression
problems [20]. We shall briefly consider regression and clas-
sification tree problems. There are two steps (as explained
in [20]) for building a regression tree, given as follow
(i) Divide the set of possible values X1, . . . , Xn

for into I−distinct and non-overlapping regions,
R1, R2, . . . , Ri.

(ii) For each observation that falls into Ri, we make the
same prediction, which is simply the mean of the
response feature for the training sets in Ri.

In order to construct regions R1, . . . , Ri, we elaborate on
step (i) above. In theory, R1, R2, . . . , Ri could have any
shape or dimension. However, we choose to split the pre-
dictor space into high-dimensional boxes, for simplicity and
for easy interpretation of predictive models. The goal is to
find boxes R1, . . . , Ri that minimizes the Residual Sum of
Squares (RSS) and the mathematical expression is given by

I∑
i=1

∑
j∈Ri

(yj − ŷRi)
2 (1)

Where ŷRi
) is the mean response of the training sets within

the ith box.
The classification tree on the other hand predict a qualita-

tive response variable. In a classification tree, we predict that
every observations belongs to ‘most frequently occurring’
class of training sets in the region to which it belongs Since
we intend to allocate an observation in a given region to
the ‘most frequently occurring’ class of training sets in that
region, the classification error rate is the part of the training
sets in that region that do not belong to the most frequent
class, as given by

E = 1−max
l

(p̂ml) (2)

where p̂ml denotes the proportion of training samples in
the mth region that are from lth class. However, it turns out
that classification error is not sufficiently sensitive for tree-
growing, and in practice two other measures are preferable.
The Gini index which is defined mathematically as

G =
L∑

l=1

p̂ml(1− p̂ml) (3)

A measure of total variance across the L classes. Further
details can be found in [20].

C. Extreme Gradient Boosting

Extreme Gradient Boosting (XGBoost) is one of the
boosted tree algorithms [16], which follows the principle
of gradient boosting [21]. When compared with other gra-
dient boosting algorithms, XGBoost makes use of a more
regularized model formalization in order to control over-
fitting of data, which gives it better performance [16]. In
order to achieve this, we need to learn functions hi, with
each containing structure of tree and leaf scores [22]. As
explained in [26], Given a data with m-samples and n-
features, D = {(Xj , yj)}(|D| = m,Xj ∈ Rn, yj ∈ R) a

tree ensemble model make use of L additive functions to
predict the output

ŷj = φ(Xj) =
L∑

l=1

hl(XJ), hl ∈ H (4)

where H = {h(X) = wq(X)}(q : Rn → U,w ∈ RU ) is
the space of regression trees. q denotes the structure of each
tree that maps a sample to its corresponding leaf index. U
denotes number of leaves in the tree. Each hl corresponds
to independent structure of tree q and leaf weights w.

To learn the set of functions used in the model, the
regularized objective is minimized as follows

L(φ) =
∑
j

l(ŷj , yj) +
∑
l

Ω(hl), (5)

and Ω(h) = γU +
1

2
λ||w||2 (6)

where l is differentiable convex loss function that mea-
sures difference between the target yj and prediction ŷj . Ω
penalizes the complexity of the model to avoid over-fitting.
The model is trained in an additive way. A score to measure
the quality of a given tree structure q is derived as

L̂(u)(q) = −1

2

U∑
j=1

(
∑

i=Ij
fi)

2∑
i=Ij

gi + λ
+ γU (7)

where fi = ∂ŷ(u−1) l(yi, ŷ
(u−1)) and gi =

∂2
ŷ(u−1) l(yi, ŷ

(u−1)) are the gradient and second order
gradient statistics, respectively. Further explanation can be
obtained in [26].

D. CatBoost

Another machine learning algorithm that is efficient in pre-
dicting categorical feature is the CatBoost classifier. Catboost
is an implementation of gradient boosting, which make use
of binary decision trees are base predictors [3]. Suppose we
observe a data with samples D = {(Xj , yj)}j=1,...,m, where
Xj = (x1j , x

2
j , . . . , x

n
j ) is a vector of n features and response

feature yj ∈ R, which can be binary (i.e yes or no) or
encoded as numerical feature (0 or 1). Samples (Xj , yj) are
independently and identically distributed according to some
unknown distribution p(�, �). The goal of the learning task is
to train a function H : Rn → R which minimize the expected
loss

L(H) := EL(y,H(X)) (8)

where L(�, �) is a smooth loss function and (X, y) is a testing
data sampled from the training data D.

The procedure for gradient boosting [21] constructs iter-
atively a sequence of approximations Ht : Rm → R, t =
0, 1, . . . in a greedy fashion. From the previous approxi-
mation Ht−1, Ht is obtained in an additive process,such
that Ht = Ht−1 + αgt, with a step size α and function
gt : Rn → R, which is a base predictor, is selected from
a sets of functions G in order to reduce or minimize the
expexted loss defined as

gt = argming∈GL(Ht−1 + g) (9)
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gt = arg ming∈GEL(y,Ht−1(X) + g(X)) (10)

Often times, the minimization problem is approached by
the Newton method using a second-order approximation of
L(Ht−1 + gt) at Ht−1 or by taking a (negative) gradient
step. Either of these functions are gradient descent [23], [24].
Further expalanation on CatBoost algorithm can be obtained
in [3].

III. DESIGN AND RESULT

The data consist of 891 training samples/observations with
12 features (in table I) and 471 test examples as provided by
kaggle [2].

A. Exploratory analysis

Exploratory analysis of the data was performed in order to
get insights of the data. Furthermore, the summary statistics
such as mean, standard deviation, minimum value, first
and third quartiles, median and maximum values were also
observed. Features of the data are described in table I. Plots
generated from the exploratory are shown in figures 1 − 8.

TABLE I
FEATURE DESCRIPTION

Features Description
PassengerID An unique index for passenger rows.
Survived Shows if the passenger survived or not.
Pclass Ticket class. 1st, 2nd, and 3rd
Name Passenger’s name
Sex Passenger’s sex. It’s either Male or Female.
SibSP No. of siblings/spouse aboard.
Parch Number of parents/children aboard.
Ticket Passenger Ticket Number
Fare How much money the passenger has paid
Cabin Passenger Cabin
Embarked Port of boarding.
Age Passenger’s age.

Starting with figure 1, it was observed that children
between the 0 − 5 years had a higher chance of survival
than adults.

Fig. 1. Survival rate by Age

In figure 2, females in 1st class stood a hgiher chance of
survival than male in all the classes. Children in 2nd class
stand a better chance of survival rate than both male and
female in 1st class.

Passengers embark on the Titanic at three different stops;
QueensTown (Q), Cherbourg (C) and Southampton (S). From
the data, Southampton may be the largest city among the
point of embark (3). Most of the passengers were working
class with few high borns. In Queenstown, almost everyone
that embarked the Titanic were in 3rd class. This might be

Fig. 2. Survival rate by passenger class

Fig. 3. Survival rate by point of embarked

that Queentown was a small city with little socio economic
condition. Passengers that embark at Cherbourg dominated
the 1st and 3rd, this might be due to Cherbough consist of
high born and working people.

In figure 3, female passengers in 1st class that boarded
the ship at points S,C,Q had a better higher chance of
survival than other classes. It was also observed that there is
a reduction in survival rate from 2nd to 3rd class for all the
points of boarding.

Fig. 4. Survival rate by Age & Passenger class

In figure 4, the younger population had a higher survival
rate in all the classes.

Fig. 5. Survival rate for the Pclass and Age features

From figure 5, the first plots shows Passengers in 1st
Pclass had a higher survival rate and the plot on the right is
the Age feature, combining both male and female, we can
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see that children with age between 0 to 5 had a better chance
of survival.

Figure 6 chances of survival decreases with increase in age
of individuals. Also, People in 1st Class were given higher
priority for rescue than other classes.

The violin plots in figure 7 shows that the number of
children increases from 1st to 3rd classes. Also, chilren
between age ≤ 10 had a higher chance of survival in all
classes.

Fig. 6. Correlation between Age and Survival

Fig. 7. Pclass against Age

In figure 8, the age range of an adult (both male & female)
are uniformly equal as shown in the plot. For the children,
there are two significant bumps; the main bump is at around
2− 3 year range and a slight bump is seen close to the age
of 15.

B. Data pre-processing

After the initial exploratory, it was observed that the
following features; Age, Cabin, Embarked had 177, 687, 2
missing values or Not available value (NA’s), respectively.
First we need to perform data cleaning on the features with
missing data.

All the NA’s in our data are found in the numerical
features, we started by replacing the NA’s. Starting with
“Age” features on a case-by-case basis. On the “Age” feature,
we replaced the missing values randomly with mean ±
standard deviation of the feature. For the “Cabin” features,
we replaced the missing values with median. Suppose we
had NA’s on categorical features, we would have imputed

Fig. 8. Survival rate by Age

TABLE II
CONFUSION MATRIX

Predicted

Actual
Negative Positive

Negative True Negative (TN) False Negative (FN)
Positive False Positive (FP) True Positive (TP)

using the mode of the feature. Some numerical features were
replaced with median as it handles the presence of outliers
unlike the mean imputation. Also, it is worthy to note that
the data is balanced in ratio 49 : 51.

C. Model validation technique

The training data provided by kaggle.com [2] was used
in the training Model and the test sample provided was
used to test the model. A grid-search was performed over
tuning parameters, including regularization or penalty hyper-
parameters, for each algorithm. The models were trained
using their optimal configuration on the training dataset. The
trained model from each algorithm was then used to predict
and tested on the test samples. In the correlation between
all features with the “Survived” feature, it was observed
that ’Pclass’ had the highest correlation of −0.338481 with
“Survived”.

D. Confusion Metrix

A confusion matrix contains information about actual and
predicted classifications one by a classifier algorithm, which
are the classifiers studied. Performance of such classifiers are
commonly evaluated using the data in the matrix. The table
II shows the confusion matrix for a classifier [25].

True Positive: The classifier predicted Survived and the
passenger actually Survived.

True Negative: The classifier predicted Not Survived and
the passenger actually did Not Survived.

False Positive: The classifier predicted Survived but the
passenger actually did Not Survived.

False Negative: The classifier predicted Not Survived but
the passenger actually Survived.

The confusion matrix can be interpreted as: the TN and
TP are the correctly classified classes while FN and FP are
the mis-classified.

E. Model evaluation metrics

The Model training time, model accuracy and memory
utilized are some good metrics for comparing the perfor-
mance of the classifiers. In addition, the Area under the
Receiver Operating Characteristics Curve (ROC-AUC) is a
performance metric for classification accuracy. The AUC is
another metric which checks the performance of multiple-
class classification accuracy [22].
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Model accuracy is the proportion of the proportion of the
correct predictions (True positive and True negative) from
the total predictions defined given in (11)

Accuracy =
TN + TP

TP + TN + FP + FN
× 100% (11)

The True Positive Rate (TPR), also called the sensitivity
or recall, is the proportion of correct positive predicted class
from total positive class. The best sensitivity is 1.0 and
worst is 0.0. The True Negative Rate (TNR), also called the
specificity, is the proportion of correct negative predictions
from the total number of negative classes. The best specificity
is 1.0 and worst is 0.0. The TPR and TNR are given in (12).

TPR =
TP

FN + TP
× 100, TNR =

TN

FP + TN
× 100 (12)

Precision is the number of correctly predicted positive
values out of the total number of positive classes, as given
in (12). False positive rate (FPR) is the number of incorrect
positive predictions out of the total number of negatives as
in (13).

FPR =
FP

FP + TN
× 100 (13)

Error rate is the proportion of of all incorrect predictions
divided by total number of samples, given as

Errorrate =
FP + FN

FP + FN + TP + TN
× 100 (14)

F. System specification

All classifiers were run on the jupyter notebook in python
3.7.4 on the linux 19.10 version. The codes were run on 8GB
HP elite book, core i5.

G. Results and discussion

The result of the experiments is given in the table III
with five (5) columns: lists of algorithms implemented
(Algorithms), the model accuracy (scores), AUC for training
model (AUC (training)), Average time to fit the model in
python (Avg time to fit (s)), and average time for the model
to score (Avg time to score (s))

TABLE III
COMPARISON OF ALGORITHMS

Algorithms Scores AUC (training) Avg. time (fit) Avg. time (score)
Decision Trees 88.12 0.80 0.001 0.0
Random Forest 88.12 0.85 0.152 0.01
Catboost 87.21 0.85 0.743 0.026
XGBoost 91.00 0.89 0.24 0.008

In table III, the four algorithms performance were evalu-
ated using some metrics and compared. XGBoost achieved
the highest accuracy of 91.00%. Model accuracy is the mea-
sure of how well a model predicts as defined in (11). False
positive rate is a method of committing type I error in null
hypothesis testing when conducting multiple comparisons.
For the problem used in this paper, false positive rate is
an important metric as it would be a disaster if the system
predicts a passenger survived but in reality he does not

TABLE IV
XGBOOST CLASSIFICATION

Predicted

Actual
0 1

0 140 (TN) 21 (FN)
1 20 (FP) 290 (TP)

survive. Catboost algorithms achieved the highest average
time (python time) to fit the model.

Table IV shows the correctly classified and mis-classified
classes for the XGBoost algorithm (Since this algorithm
attained the highest score). The correctly classified classes
summed up to 430.

Fig. 9. AUC curves for the algorithms

In figure 10, one can observe that XGBoost and CatBoost
classifiers are well calibrated than other implemented
algorithms here. Figure 11 shows the proportion train vs
test error rate. After training the models on the training
set and predicted the probabilities on the test set. We then
obtain the True positive rate (sensitivity), False positive rate
(1− specificity) and AUC scores. From figure 9, XGBoost
achieved the highest AUC value of 0.89 which is closer to 1
than other classifiers. Also, figure 12 shows the comparison
between the four algorithms discussed. The names of the
algorithms are written in short form as CART for decision
trees, RF for random forest, XGB for XGBoost and CAT
for CatBoost. Figure 12 shows the spread of the accuracy
scores across each cross validation fold for each algorithm.
Figure 12 is generated based on the mean accuracy and
standard deviation accuracy of the algorithms.

Figure 12 would suggest that XGBoost is perhaps worthy
of further study on this problem due to its performance. The
result has been presented in table III which contains the
model accuracies, AUC, average time to fit and score. The
ROC curve is presented in figure 9 and model performance
is shown in figure 12.

H. Impact of some factors on Passenger survival

From the exploratory analysis shown previously, some
factors such as “Age”, “Gender”, “Children” plays a key
role towards the survival of passengers.
(i) From the Age factor, we saw that priority was given

to children and older people in rescue. In the Age and
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Fig. 10. Calibration plots

Fig. 11. Propoertion vs error rate

Fig. 12. Boxplots showing the distributions of the algorithms

Plass plot (Fig. 4), it was discovered that a passenger’s
class also played a significant role in his/her survival.
Passengers in 1st class had a better chance of survival.
Also, (Fig. 1) shows that the younger and the older
people actually had a higher survival rate than the
middle-aged passengers which acertain to the protocol
maintained.

(ii) Another factor that plays a significant role towards
passenger survival is their Gender. It was seen (Fig. 2)
that females and children were first considered towards
lifeboats before the male were considered. On the
overall probability of passenger survival rate, the female
population had a higher chance of survival (74%) than
male.

(iii) The children factor also played an important role. Chil-
dren were given priority in all the passengers class

IV. CONCLUSION

Based on the performance of the four mentioned algo-
rithms; XGBoost, CatBoost, Decision trees, Random Forests,
in this paper, XGBoost proved to be the best algorithm by
outperforming other implemented algorithms for the Titanic
classification problem since it achieved the highest accuracy.
This implies that the number of correctly classified classes
in XGBoost is higher than that of other implemented al-
gorithms. Also, the AUC and boxplots values for XGBoost
appear to be the highest as compared with other implemented
algorithms. Based on our data, XGBoost appears to be a very
good classifier.

Future work might consider cross validation. Cross vali-
dation could also be used to compute the model’s accuracy
based on different combinations of training and test samples.
In addition, some other classifiers can also be applied.
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