

Abstract—Speech emotion recognition(SER) is extremely

challenging due to the problem of disappearing or exploding
gradients and weak spatiotemporal correlations. To address
this issue, a new approach is proposed the 3D attentional
convolutional recurrent neural networks based on residual
networks (Res3DACRNN) model to learn emotion deep
features. The Res3DCNN model extracts deep-level multiscale
spectral-temporal features of emotional speech from
spectrograms. The introduction of a residual network allows
compensation for the missing features of traditional CNNs in
the convolution process to prevent the problem of gradient
disappearance or explosion. An attention-based recurrent
neural network (ARNN) then extracts the long-term
dependencies of these features, improving the weak
spatiotemporal correlation of the problem. To reduce the
computational complexity, this paper improves the forget gate
of LSTM and proposes a novel post-forgetting gate structure.
Finally, a softmax layer is utilized for emotion classification.
The experimental results of the proposed model on the
EMO-DB and IEMOCAP emotional corpus show that the
performance is significantly improved compared with the
current mainstream deep learning methods.

Index Terms—Convolutional neural network, recurrent
neural network, residual network, post-forget gate

I. INTRODUCTION
ANGUAGE is the direct medium of human information
exchange [1]. The field of human-computer interaction

based on speech interaction, such as speaker recognition [2]
and speech recognition, is of great significance. Therefore,
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speech emotion recognition (SER) is the most representative
in terms of practicality and wide application. One of the key
aspects is the extraction of feature sets from speech signals
that can characterize human emotions. And so far, there are
still no systematic feature sets [3].
Many previous studies have directly extracted low-level

descriptors (LLDs) from speech and then used traditional
machine learning methods to classify emotions[4]-[6].
However, it is still difficult to find salient feature sets from
LLDs to recognize distinct emotions due to the presence of
contextual and environmental factors. With the development
of science and technology, image processing has become
easy to implement [7], so the new trend in SER research is
to convert speech signals into spectrograms as SER
recognition objects. Many researchers have carried out SER
technology research based on spectrograms and achieved
good results. Tarunika et al. used deep neural networks
(DNNs) to extract high-level emotional feature
representations from the amplitude spectrum and showed
better performance compared to traditional acoustic features
[8]. Han et al. used the highest-energy fragments to train a
DNN model to extract effective emotional information [9].
In recent years, CNN and RNN have been widely used in

the field of SER. The deep convolutional model can keep
the spectral-time translation invariance of speech signals,
and RNN has excellent performance in processing
time-series information [10]. Neumann et al. integrated the
learning representation from an unsupervised automatic
encoder into the CRNN sentiment classifier to improve the
recognition accuracy [11]. However, this method of a CNN
learning features from spectrograms is only a fusion of CNN
features from a single spectrogram; thus, the link between
spectra and time is often overlooked. Therefore, some
studies have proposed a three-dimensional convolutional
model for SER, which can better capture the
spectral-temporal relationship of feature representation.
Peng et al. used the spectrogram as the input of 3DCRNN,
3D convolutional layers for extracting high-level multiscale
spectral-temporal representations, and recurrent layers for
extracting long-term dependencies of these features [12]. To
address the problem of interference of redundant
information in SER, Chen et al. proposed an attention-based
3D convolutional recurrent neural network (ACRNN) model
for learning the discriminative features of SER [13]. The
introduction of an attention mechanism effectively reduces
the influence of redundant information such as silent frames.
However, as the number of convolutional layers using the

CNN model increases, the original features are gradually
lost, with gradient disappearance or explosion problems,
resulting in a decrease in the recognition accuracy [14]. For
this problem, this paper proposes a 3D attention convolution
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recurrent neural network based on ResNet to extract
affective salient features based on previous studies. The
CNN, after adding ResNet, improves the recognition rate by
transmitting the original feature information to different
levels of convolution structures, thus effectively solving the
gradient disappearance or explosion problem. The ARNN
model has made a great breakthrough in processing the
structural relationship between input and output sequences
[15]. To reduce the computational complexity, this paper
improves the forget gate in the LSTM structure and
proposes a novel post-forget gate structure to reduce the
computations by reducing the number of parameters.

II. 3DACRNN MODEL BASED ON RESIDUAL NETWORK
FOR SPEECH EMOTION CLASSIFICATION

A. Spectrogram
The spectrogram can avoid the cumbersome process of

manual feature extraction and reduce the workload in the
modelling and training process. In addition, it can reflect not
only the energy characteristics of the speech signal but also
the textural features of the rhythmic changes in the speech
signal [16]. The horizontal axis of the spectrogram is time,
and the vertical axis is frequency. The magnitude of the
energy value is represented by color, and the darker the
point is, the stronger the energy [17]. However, the
traditional spectral graph is two-dimensional data, and the
information characteristics are not obvious, while the input
of 3DCNN is three-dimensional data. Therefore, in this
paper, the speech signal is processed to extract the
spectral-time representation.
In this paper, we extract the spectral-temporal

representation using the signal processing steps shown in
Fig. 1 [18]. We first apply a pre-emphasis filter to the signal
to amplify the high frequency, so that the signal can be well
recognized, and then use normalization to eliminate the
difference. Second, a set of 32 Gammachirp filters simulate
cochlear processing to filter the emotional speech signal s(n).
Then, Hilbert transform is used to calculate the
instantaneous amplitude of the channel signal to extract the
time envelope. In addition, to get the connection between
time and spectrum, we use a low-pass filter and five
bandpass filters to extract spectral-time modulation signals
[19]. The formats of the input and output data are set to
"D×H×W", where D, H, and W indicate the acoustic
frequency channel (depth), modulating frequency channel
(height) and time series (width), respectively. Specifically,
the input size is 32×6×6,000.

B. 3D Convolutional Neural Networks Based on ResNet
ResNet structure
The main idea of the ResNet structure [20] is to input

shallow information into the deep network, which can
alleviate the gradient disappearance problem caused by

increasing the depth in the deep neural network. The
principle is shown in Fig. 2. The residual block in the
convolutional neural network directly passes the input x to
the output, and the output result is ( ) ( )H x F x x  .
ResNet changes the learning objective from the complete
output to the difference between the target value ( )H x and
x , which is also called the residual. Therefore, the goal of
the training is to approximate the residual result to zero, and
accuracy can be maintained as the network deepens.

3D Convolutional Neural Networks Based on ResNet
CNN is widely used in image processing [21], and the

3DCNN framework was first applied in motion recognition
[22]. The structure of the 3DCNN is shown in Fig. 3. The
size of the 3D convolutional kernel is N×N×M, and L
indicates the number of output channels. In this structure,
each feature map is connected to multiple adjacent
consecutive frames in the previous layer to capture temporal
and spatial association information in speech signal.

Deep neural networks can extract more abstract features
and are useful for speech emotion classification effects.
However, it is prone to the problem of gradient
disappearance or explosion. Li Wuke proposed a deep
learning framework based on a multilayer extreme learning
machine (ELM) to address this problem [23]. Inspired by
this, we use residual networks. The shortcuts of residual
networks can make the gradients propagate more efficiently.
Many experiments have been conducted to show that the use
of just one residual block is not very effective, generally

Fig. 1. Steps of extracting spectral-temporal representation

Fig. 2. Residual blocks

Fig. 3. The structure of the 3DCNN
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using more than two blocks [24].
As shown in Fig. 4, the Res3DCNN structure designed in

this paper consists of four residual blocks, each containing
four convolutional layers and one pooling layer. The size of
the convolution kernel of the first layer is 1×1×1, and the
size of the remaining three convolution layers is 3×3×3,
which is used to extract 3D deep features that are composed
of acoustic frequency, modulation frequency, and short-time
windows. The size of the pooling layer is 1×1×2, and the
step size is 1×1×1. The purpose of this setup is to pool in
time, and as much as possible, to preserve the frequency and
channel characteristics. After the four residual blocks, two
convolutional layers are added. The size of the convolution
kernel is 2×2×20, and the step size is 2×2×1. The setup
further convolves in the three directions. Finally, the output
data are reshaped into two-dimensional data of 300×512 size
as the input of the ARNN module.
Each convolution layer is followed by a batch

normalization layer (BN) and a ReLU activation function
layer to normalize the data distribution and make the
gradient more predictable and stable while being able to
speed up training. The residual network transfers shallow
feature information to different levels of the convolutional
structure to compensate for the features lost in the deep
CNN convolution process, which can solve the problem of
exploding or disappearing gradients and has a lower error
rate in deeper networks.

C. Attention-based recurrent neural networks
The post-forget gate
LSTM is a special type of RNN [25] that can learn

long-term dependent information. The network structure is
shown in Fig. 5a, which is mainly composed of the forget
gate, input gate and output gate. The forget gate of the
LSTM unit is used to determine what information should be
discarded in the unit state at the previous moment. The
calculation formula of the forget gate is shown in formula
(1):

 1( , )t f t t ff W h x b    (1)

Where 1th  represents the output of the hidden layer at
the previous moment, tx the input at the current moment,

fW the weight of the forgetting gate obtained by

training, fb the bias value of the neural network,  the
logical sigmoid function. The forget gate updates the current

state by calculating the weighted sum of the new and old
unit states. The update algorithm of the unit state is related
to the output of the hidden layer at the previous time and the
input at the current time. However, when the network
structure is complex and the quantity of data is large, the
computational complexity increases and the recognition
efficiency decreases. In response to this problem, an
attention gate was proposed by Xie et al. to replace the
forget gate of traditional LSTM and the experimental results
show that the recognition efficiency of the modified LSTM
improved [26]. Inspired by this, we modified the forget gate
of the traditional LSTM to reduce the number of
calculations without sacrificing performance. The formula is
as follows:

)( 1 ftft bCWf   (2)

Where 1tC  represents the unit state at the previous
moment, N N

fW R  the parameter to be trained, N the
number of hidden units. Here, we use the post-forget gate to
directly discard some unimportant features from 1tC  , and
then add the information learned from tx and 1th  as the

Fig. 4. The structure of 3D convolutional network based on ResNet

Fig. 5. Traditional LSTM and improved LSTM network structure
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unit state at the next moment. Because the new information
was learned from the input at the previous moment but did
not go through the forget gate, we choose to add the
required content at the first moment and forget it at the next
moment. The improved LSTM network is shown in Fig.
5(b). Compared with formula (1), it is found that the
dimension here is smaller, because the formula is not used
tx and 1th  participate in the calculation. We refer to the

modified gate structure as the post-forget gate. The
experimental results show that using formula (2) to update
the cell state will not affect the performance of the final
LSTM mode.
Attention-based recurrent neural networks
The network block diagram of the attention-based

recurrent neural network (ARNN) model is shown in Fig. 6.
In this paper, a bidirectional LSTM network structure is
used, which enables the model to maintain contextual links
during the recognition process. The core idea of the
attention mechanism is that the human brain pays
unbalanced attention to the whole picture, with some weight
distinction [27]. Therefore, an attention layer is added after
the bidirectional LSTM network in this paper to focus on
emotionally relevant parts and generate a discourse-level
representation for SER [28].

In this model, the BLSTM has 512 bidirectional hidden
units. Then, we create a new sequence of shape L×1024,
place it in the attention layer, and finally generate a new
sequence h.

D. The proposed method
The proposed SER system consists of three components:

the spectrogram extraction module, a Res3DCNN module
and an ARNN module. The general framework is shown in
Fig. 7. The spectrogram extraction module processes the
speech signal and extracts the spectral-temporal
representation as the input of the Res3DCNN. Res3DCNN
is used to extract deep spectral-temporal features from the
spectral-temporal representation as input to the ARNN
module. BLSTM is the process of extracting the long-term
dependencies of contextual links in speech signals and then
reducing the weight of the silent frame and
emotion-independent frame through the attention layer.
Finally, the feature information is input into the softmax
layer for classification via a fully connected layer.

III. EXPERIMENT AND EXPERIMENT ANALYSIS

In this part, the database and experimental environment
are introduced firstly. Then, the experiment and parameters
analysis of the proposed model are demonstrated in detail.
Finally, the parameters and experimental results are
compared with other models.

A. A Experimental database of emotional speech and
experimental setup
Experimental database of emotional speech
For testing the performance of our model, we used the

Interactive Emotional Dyadic Motion Capture database
(IEMOCAP) [29] and the Berlin Emotion database
(EMO-DB) [30]. EMO-DB is a German emotional speech
database recorded by the Berlin University of Technology. It
was recorded by 10 actors in a professional recording studio
to imitate 7 emotions on 10 statements. It contains a total of
535 sentences. The mean length of all the audio is 2.7 s. As
the CNN input length must be equal to all samples, so we set
the maximal length to 3.5 s (mean duration plus standard
deviation). A longer audio was cut at 3.5 s, and shorter turns
were filled with zero. IEMOCAP was recorded from the

Fig. 6. The ARNN model

TABLE I
IEMOCAP AND EMO-DB DATABASE SENTIMENT DISTRIBUTION

Emotion Anger Happiness Sadness Neutrality Boredom Disgust Fear Total

IEMOCAP 1103 1636 1084 1708 - - - 5531

EMO-DB 127 71 62 79 81 46 69 535

Fig. 7. The general system of speech emotion recognition
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conversations of two professional actors, including five
conversations by two speakers (a male and a female). These
data have an uneven distribution of emotion classes, so
happiness and excitement were combined into pleasure
classes. After processing in a similar way, we extract the
5,531 conversations in it for experiments, including four
emotions. The mean length of all the audio segments is 4.55
s. We set the maximum length to 7.5 s( mean duration plus
standard deviation). A longer audio was cut at 7.5 s, shorter
turns were filled with zero.The sentiment distribution of the
two databases is shown in Table I.
Experimental setup
The experimental hardware conditions were an Intel Xeon

E5 CPU and NVIDIA 2080ti GPU. The system environment
is Ubuntu 16.04 LTS, and the experimental tool was
MATLAB 2016b. In the experiment, the TensorFlow toolkit
[31] was used to complete the construction of the proposed
network model and the implementation of the training
algorithm. For all random weight initializations, we chose
L2 regularization. Using the Adam optimization method, all
parameters of the model were simultaneously optimized to
minimize the chances of having a cross-entropy objective.
The detailed training parameters used in the training
verification are shown in Table II. A 10-fold cross
validation technique is used to verify the model designed in
this paper.

B. Model performance testing and analysis
For testing the recognition accuracy, convergence speed,

and loss value of the residual network and the improved
LSTM structure, four sets of experiments were conducted on
the EMO-DB dataset. The models were 3DACRNN,
improved 3DACRNN, 3DACRNN with ResNet, and
improved 3DACRNN with ResNet. Fig. 8, Fig. 9, and Fig.
10 show the changes in training accuracy, test accuracy, and
loss value with the number of iterations before and after
adding a residual network and before and after improving
LSTM.
It can be clearly seen from Fig. 8 and Fig. 9 that the

training accuracy and testing accuracy of the 3DACRNN
model increased after the addition of the residual structure.
When the iteration is about 400 times, the testing
recognition accuracy of the improved 3DACRNN with
ResNet enters a steady state, which is faster than the other
three models. Experimental comparison before and after
improvement of LSTM structure shows that the post-forget
gate structure proposed in this paper not only retained the
performance of the traditional LSTM but also excelled in
reducing computational complexity. From the results of the
3DACRNN and Res3DACRNN experiments, it can be seen
that the introduction of the residual network improved the
training accuracy. As shown in Fig. 10, the convergence
speed of 3DACRNN with the residual network was
significantly faster, and the loss value is small. The
improved LSTM had a smaller improvement in the loss
value and convergence speed compared with the traditional

LSTM. In summary, the performance of 3DACRNN with
the residual network was better than that of 3DACRNN
without the residual network, and the improved LSTM
network had a faster convergence speed than the
unimproved LSTM network. The superiority of the model
was verified.

Fig. 8. Comparison of training accuracy

Fig. 9. Comparison of test accuracy

TABLE II
TRAINING PARAMETERS

Parameter Decay Learning
rate Batch size Epoch

number

Value 1e-4 0.01 100 1,000

Fig. 10. Comparison of loss value
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C. Experimental results
From the above experiments, it can be seen that both the

residual network and the improved LSTM structure can
improve the performance of SER. In order to further analyse
the performance of the Res3DACRNN model, it is tested on
the EMO-DB and IEMOCAP databases, and The statistical
results of each emotion are shown in Fig. 11 and Fig. 12. It
shows that the Res3DACRNN model has a good recognition
effect on neutrality and sadness, and the recognition
accuracy on the EMO-DB and IEMOCAP databases was
over 90% and 70%, respectively. It had the best recognition
accuracy for the sad emotion, even reaching 97.96% on the
EMO-DB database, which is due to the more obvious
energy value characteristics of this emotion. The lowest
recognition accuracy was observed for the happy emotion,
not reaching 50% on both EMO-DB and IEMOCAP
databases. In the EMO-DB, 45.32% of the happy samples
were misidentified as angry. On the IEMOCAP, 47.58% of
the happy samples were misidentified as angry and 12.85%
were misidentified as neutral. The reason for this
phenomenon is that the two emotions, happiness and anger,
have similar activation levels, while neutrality is in the
middle of the activation valence space.

D. Experimental results
In order to furtherly illustrated the superiority of the

proposed model, we compared the recognition of different
models. The compared results were as shown in Table III.
Due to the unbalanced distribution of the various emotion
classes, we evaluated each model using the unweighted
average recall (UAR) to obtain reliable results.
The literature [32] used a convolutional neural network

consisting of three convolutional layers to filter the input
spectrogram in both time and frequency dimensions, while
the literature [33] used the CRNN model to extract features.
A comparison between the two showed that the CRNN
model performed better than the CNN. In [34], the authors
used an autoencoder to learn affective features directly from
the linguistic signal and used a bidirectional LSTM network
to identify the final affective states. In [35], the authors
conducted experiments using an LSTM attention mechanism,
and the recognition performance was better than that of the
LSTM alone model, demonstrating that the attention
mechanism can indeed simulate the human eye to achieve
attention focused on emotionally intense areas. In [11], the
authors integrated unsupervised autoencoder learning
representations into an attention-based CRNN emotion
classifier to improve the recognition accuracy. It is also
evident from the comparison between [12] and [13] that
attention mechanisms are important in the field of SER. The
comparison between [11] and [13] shows the better
performance of the 3DCNN compared to the traditional
CNN. Compared to our experimental results, our proposed
model performs better, which proves that the application of
residuals and improved LSTM in SER experiments will give
better identification results.

IV. CONCLUSION
In this paper, a 3D attention convolution recurrent neural

network based on a residual network (Res3DACRNN)
model was proposed for speech emotion recognition, which
reduces the gradient disappearance or explosion due to the
increase in neural network layers and the weak
spatiotemporal correlation problem in speech emotion
recognition. First, the spectrum-time representation is
extracted from the speech signal as the Res3DCNN input,
and the depth spectrum-time feature is extracted. Then, the
output of Res3DCNN is input into an improved bidirectional
LSTM network to extract long-term dependencies. Finally,
the attention layer is used to focus on the prominent part of
emotion representation, which can reduce the impact of
redundant information on SER and generate discourse-level

Fig. 11. Comparison of training accuracy on IEMOCAP database

Fig. 12. Comparison of training accuracy on EMO-DB database

TABLE III
COMPARISON OF PROPOSED METHOD AND OTHER METHODS ON IEMOCAP

DATABASE AND EMO-DB DATABASES

Literature Method
UAR(%)

EMO-DB IEMOCAP
Ref[32] CNN 75.39
Ref[33] CRNN 80.00
Ref[34] BLSTM 52.80
Ref[35] BLSTM+A 58.80
Ref[11] ACRNN 59.54
Ref[12] 3DCRNN 60.93
Ref[13] 3DACRNN 82.82 64.74

Proposed method Res3DACRNN 85.93 66.87
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emotion feature representation for SER. The improved
LSTM reduces the computational complexity and improves
the training speed. Experiments on the IEMOCAP and
Emo-DB databases are compared with other similar models.
The results show that the proposed Res3DACRNN model is
better than other deep learning models with better
performance and can effectively improve the recognition of
SER.
While the model presented in this paper is useful for the

study of speech emotion recognition, there are some areas
for improvement:
(1) Extracting the spectral-temporal representation is very

time-consuming, and subsequent improvements are needed
to improve the real-time performance.
(2) The computational load of the 3DCNN model is very

large, and although this paper has been improved this
problem, the computational load is still very large, and
subsequent research needs to be carried out to address the
problem of large computational load.
(3) The current model still has a very low recognition rate

for pleasure.
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