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to obstacle nearby (GNRON)[22]. Other conditions that are
not an unexpected or uncertain condition, such as moving
obstacles and goals, can affect the path of the robot to reach
the goal. Paths that are initially optimal can turn into local
minimum traps when there are unexpected conditions.

Some research explains the solution to the local minimum
problem of APF. The SAROG problem was solved by [24]
using a random force algorithm. Modifications of APF made
by [25] in resolving GNRON problems are by multiplying
the repulsive potential field function with the closest distance
between the robot and the goal in nth order. This method
was successfully used to solve the GNRON problem in the
APF algorithm. Researchers [22] use this method in testing
more complex forms of obstacles. The results show the robot
is trapped in a local minimum trap. Therefore, [22] added
a virtual obstacle to keep the robot away from the local
minimum trap.

Previous research has not fully resolved the local minimum
problem. Local minimum problem solving is done on a single
local minimum problem type. The path planning algorithm
will face a complex environment involving minimum multi-
local problems. Therefore,the primary motivation behind this
work is to propose an improvement of the APF algorithm to
eliminate the shortcoming of the Traditional APF (T-APF)
algorithm. This research will solve the multi-local minimum
problem using the Improved APF algorithm. The proposed
method consists of:

1) Modification of the potential repulsive force using the
sigmoid function for the switching function.

2) Modification of robot motion design by generating an
auxiliary bounded input function in the total of force
in the y-axis to solve SAROG problem.

3) Modification of repulsive gain parameters based on the
distance of the robot to the goal to solve the GNRON
problem.

4) The objective functions used to analyze the success of
the path planning algorithm are the distance traveled
(Dtrav) and the error in the final position against the
target position (Erg).

II. TRADITIONAL ARTIFICIAL POTENTIAL FIELD

The basic idea of the Traditional Artificial Potential Field
(T-APF) path planning algorithm is to use the attractive force
generated by the target to pull the robot towards the goal and
the repulsive force generated by the obstacle to push the robot
away from the obstacle. Both of these forces contribute to
controlling the robot’s motion into a collision-free path. The
attractive potential field is the quadratic form given by the
following equation.

Uatt(q) =
1

2
ξd2(q, qgoal) (1)

where ξ is the attractive gain parameter, q = [x, y]t is
the current position of the robot, qgoal = [xg, yg]

t is the
coordinate of the goal, and d(q, qgoal) = ‖q − qgoal‖ is the
Euclidean distance between the robot and the goal. From (1),
the attractive potential force is negative to minimize energy,
as seen in (2).

Fatt(q) = −∇Uatt(q) = −
∂Uatt(q)

∂q

Fatt(q) = −ξd(q, qgoal)∇(q, qgoal)
(2)

where∇(q, qgoal) = q−qgoal

d(q,qgoal)
is the gradient of the attractive

potential field function.
The repulsive potential field appears when the robot is at a

certain distance (r). When the robot is at a distance greater
than r, the magnitude of the repulsive potential field that
the robot receives is zero. The following equation gives the
repulsive potential field function.

Urep.i(q) =

 1
2η
(

1
di(qobs.i,q)

− 1
r

)2
if di(qobs.i, q) ≤ r

0 if di(qobs.i, q) > r

(3)

with η is the repulsive gain parameter, qobs = [xo, yo]
t

is the coordinate of the obstacle, r is distance affected
by repulsive force, and di(qobs.i, q) = ‖qobs.i − q‖ is the
Euclidean distance between the Robot and the obstacle. The
repulsive potential force can be seen in (4).

Frep.i(q) = −∇Urep.i(q) = −
∂Urep.i(q)

∂q

Frep.i(q) =


−η
(

1

di(q, qobs.i)
− 1

r

)
(
∇(q, qobs.i)
d2i (q − qobs.i)

) if di(qobs.i, q) ≤ r

0 if di(qobs.i, q) > r
(4)

where ∇(qobs.i, q) = qobs.i−q
d(qobs.i,q)

is the gradient of the repul-
sive potential field function. The total potential field, if there
are many obstacles, can be seen in (5).

Utotal(q) = Uatt(q) +
n∑
i=1

Urep.i(q) (5)

where n is the number of obstacles. Thus, the total potential
force is

Ftotal(q) = Fatt(q) +
n∑
i=1

Frep.i(q) (6)

The path taken by the robot is obtained from the magnitude
of the resultant force in accordance with the following
equation.

F =
√
F 2
x + F 2

y (7)

where,

Fx(q) = −
(
dUatt(q)

dx
+
dUrep.i(q)

dx

)
(8)

Fy(q) = −
(
dUatt(q)

dy
+
dUrep.i(q)

dy

)
(9)

From (7), the path produced at cartesian coordinates from
the initial point to the goal is obtained based on (10) and
(11).

xnew = x+ c cos(δ) (10)

ynew = y + c sin(δ) (11)

where c denotes the step size and δ = atan
Fy

Fx
.

The T-APF path planning algorithm has a disadvantage
in that it can be trapped at a local minimum. Finding the
optimum point depends on the attractive and the repulsive
potential field. Some of the possible conditions include:

• Condition 1
If there is only an attractive potential field from a goal
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(Uatt), then UT−APF = Uatt. The optimum value is
obtained at the goal position (qgoal).

• Condition 2
If there is an attraction potential field (Uatt) and a
repulsive potential field of an obstacle, then UT−APF =
Uatt + Urep. When the robot moves in a symmetrical
position between the robot, the obstacle, and the goal,
then the minimum values are located at qloc=[xloc,yloc]t

and qgoal. Position qloc is the local minimum and qgoal
is the global minimum. When the robot is in a straight
line with the bstacle and goal, the robot can be trapped
at qloc. This problem is called symmetrically aligned
robot-obstacle-goal (SAROG).

• Condition 3
If there is an attractive potential field (Uatt) and repul-
sive potential field (Urep.i) generated by two obstacles
(i = 2) with a distance between obstacles less than
2r (d(qobs.1, qobs.2) < 2r), then UT−APF = Uatt +
Urep.1+Urep.2. When the robot moves in a symmetrical
position between the robot, the center of the symmetri-
cal obstacles, and the goal, then the minimum values
are located at qloc=[xloc,yloc]t and qgoal. When the
robot moves perpendicular to the qloc towards qgoal, the
robot can be trapped in the local minimum position at
qloc. This problem is called symmetrical static object
distribution (SSOD)

• Condition 4
If there is an attractive potential field of attraction (Uatt)
and a repulsive potential field (Urep) of an obstacle
that is close to the goal with d(qgoal, qobs) < r, then
UAPF = Uatt + Urep. When the robot moves in a
symmetrical position between the robot, the obstacle,
and the goal, then the minimum values are located
at qloc and qnewgoal. The minimum global position is
shifted from qgoal to qnewgoal due to the influence of the
value of the obstacle’s repulsive potential field so that
the robot can be trapped in a local minimum condition.
This problem is called by goal non-reachable due to
obstacles nearby (GNRON).

III. PROPOSED METHOD

In this study, an Improved Artificial Potential Field (IAPF)
was proposed to avoid multi-local minimum problems. The
attractive potential field equation used in I-APF corresponds
to (1), and the attractive potential force of I-APF based on
equation from [26]. The repulsive potential field equation is
modified using the sigmoid function as a switching function.
For convenience, some distance parameters can be changed
to the following:

• di(qobs.i, q) = Sor
• di(q, qgoal) = Srg
• di(qobs.i, qgoal) = Sog

The proposed attractive and repulsive potential field equation
can be seen in (12) and (13).

Uatt(q) =
1

2
ξSrg (12)

Urep.i(q) =
1

2

(
K

Sor

)
(13)

where,
K =

η

1 + em(Sor−r)
(14)

Parameter of m is the regulator of the steepness of the
curve, and r is the distance affected by the repulsive potential
field. The repulsive potential force based on (13) can be seen
in (15).

Frep.i(q) = −∇Urep.i(q) = −
∂Urep.i(q)

∂q
(15)

Modification of the switching function to become a sig-
moid function is to produce a smoother change in the
total potential field around the obstacle. This change in
condition is useful for predicting the potential force to
generate collision-free paths. The resulting total potential
force value serves to produce the next coordinate based on
equation (10) dan (11). Equation (15) needs to be modified
to solve the SAROG problem by producing an auxiliary
function (v) to change the direction of the potential force.
Besides, the total potential field value needs to be adjusted
to the distance between the goal and obstacle to solving
the GNRON problem. The comparison of the potential field
shapes of the T-APF and I-APF can be seen in Fig. 2 (a) and
(b).

Attractive gain (ξ) and repulsive gain parameters (η) affect
the formation of a potential field in the robot’s environment.
The greater the attractive gain value with a constant repulsive
gain value, the smaller the repulsive potential field around the
obstacle. In addition, the total potential field value generated
is also getting bigger. When the repulsive gain value is
greater with a constant attractive gain value, the potential
repulsive field around the obstacle is getting bigger. The
greater the potential repulsive field value, the smaller the
total potential field value for the I-APF algorithm.

(a) T-APF

(b) I-APF
Fig. 2. Comparison of T-APF and I-APF potential field
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Apart from the attractive and repulsive gain parameters,
the main parameter that influences the I-APF algorithm is m.
The value of m must be positive to function as an activation
function of the repulsive potential field. The formation of the
sigmoid function instead of the branching function depends
on the value of m. The greater the value of m has an
impact on the increase in the value of the potential field
around the obstacle, which is r. Changes in the value of the
potential field that is influenced by the obstacle will be more
visible at large m values. The smaller the m value causes the
distribution of the repulsive potential field generated by the
obstacle to be more evenly distributed so that the change in
the value of the potential field as a whole is getting smoother.

A. Design of The Auxiliary Function (v)

One type of local minimum problem is symmetrically
aligned robot-obstacle-goal (SAROG). SAROG occurs be-
cause robots, obstacles, and goals are in a straight line that
causes deadlock conditions. Local minimum problems can
be solved using three approaches, that are local minimum
avoidance (LMA), local minimum escaping (LME), and local
minimum removal (LMR) [27]. In the LME approach, when
the robot is trapped in a minimum local condition, some
escape mechanism is triggered so that the robot moves away
from the minimum local point and is possible to reach the
target again. The main weakness of LME is the fact that
LME cannot avoid or prevent the existence of a minimum
locale so as to produce an inefficient path until the target
is reached. However, due to the relatively light computation
and the fact that no prior information about the environment
is needed, the LME approach is still commonly used.

In this study, the LME approach is used to direct the
robot away from the local minimum conditions by adding
an auxiliary function (v) in the total potential force. This
function is influenced by the magnitude of the force on the
x-axis and y-axis. Therefore, the functions Fx and Fy in (8)
and (9) are explained in more detail in (16) and (17).

Fx(q) = −ξ(x− xg)

−
[

0.5η(xo − x)
S3
or(1 + em(Sor−r))

+
0.5ηm(xo − x)

S2
or(1 + em(Sor−r))2

]
(16)

Fy(q) = −ξ(y − yg)

−
[

0.5η(yo − y)
S3
or(1 + em(Sor−r))

+
0.5ηm(yo − y)

S2
or(1 + em(Sor−r))2

]
(17)

The strategy to escaping local minimum conditions is to
make a limitation that the total potential force in the y-axis
must be n times the total value of potential force in the x-
axis. In Fig. 3, it can be seen that the large potential forces on
the x-axis and y-axis up to the deadlock conditions achieved
in step 650. In the proposed method, if the value of the total
potential force on the y-axis is less than n times the value
of the total potential force in the x-axis, then the auxiliary
function of v will be active. Here we set the value of v
according to equation (18)

v =
dUrep.i(q)

dx

(
1

1 + enFx−Fy

)
(18)

Fig. 3. Region of interest in total potential force

where n is the tuning parameter the function v is added to the
y-axis potential force (Fy), so equation (17) becomes (19).

Fynew(q) = −ξ(y − yg)

−
[

0.5η(yo − y)
S3
or(1 + em(Sor−r))

+
0.5ηm(yo − y)

S2
or(1 + em(Sor−r))2

]
+ v

(19)
The motion planning produced by I-APF will be affected

by v. Modification of the direction of the force produced
based on (16) and (17) compared to (16) and (19) can be
seen in Fig. 4. Using this method, when the total force in
the y-axis less than the n total force in the x-axis, the robot
will move with a smaller angle (αnew).

B. Design of The Adaptive Distance and The Repulsive Gain

Based on Fig. 5, the GNRON problem occurs when Sog <
r. Therefore, the modification will be done by making the
distance parameter r to be rnew based on distance Sog . In
principle, this method is used to produce adaptive rnew and
ηnew values based on the distance between obstacle and goal.
The equation of rnew dan ηnew can be seen in (20) dan (21).
The parameters n is the tuning parameters.

rnew =
r

1 + en(r−Sog)
(20)

ηnew =

{
η if r ≤ Sog
ηrnew

r if r > Sog
(21)

Fig. 6 shows the relationship between rnew and the
distance of the obstacle to the goal distances. From Fig. 6, it

Fig. 4. Potential force modification
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Fig. 5. GNRON problem

can be seen that the new distance produced is getting smaller
when Sog < r. Fig. 6 shows the relationship between the
value of ηnew and the distance of the robot to the obstacle.
At great distances the value of ηnew is equal to the value of
η. However, when the robot is close to the obstacle which
is under the influence of GNRON, the value of ηnew will
be smaller. Therefore, the repulsive potential force in (15)
changes to equation (22). The I-APF path planning algorithm
flowchart can be seen in Fig. 7.

Frx(q) = −
0.5ηnew(xo − x)

S3
or(1 + em(Sor−rnew))

− 0.5mηnew(xo − x)
S2
or(1 + em(Sor−rnew))2

Fry(q) = −
0.5ηnew(yo − y)

S3
or(1 + em(Sor−rnew))

− 0.5mηnew(yo − y)
S2
or(1 + em(Sor−rnew))2

(22)

IV. RESULT AND DISCUSSION

This study will simulate different environments to prove
the I-APF algorithm in solving minimum local problems.
Evaluation is done by looking at the traveling distance
(Dtrav) and the goal reachability distance error (Erg) ac-
cording to equations (23) and (24). Dtrav is obtained from
the amount of distance traveled to reach the target. Erg is
obtained from the closest distance generated between the
goal and the last position of the robot (xend,yend).

Dtrav =
N∑
i=1

√
(xnew − x)2 + (ynew − y)2 (23)

Fig. 6. Corresponding between ηnew and rnew to distance r

Fig. 7. Flowchart of I-APF path planning algorithm

TABLE I
PARAMETERS OF THE TEST

Env. ξ η r n c

E1 0.15 2 4 3 0.01

E2 0.4 2 4 2 0.01

E3 0.65 2 4 2 0.01

E4 0.5 2 3 1 0.01

E5 0.15 2 3 3 0.01

E6 0.21 2 3 3 0.01

Erg =
√
(xend − xg)2 + (yend − yg)2 (24)

The I-APF path planning algorithm will be tested in
several environments explain in Table II. Some parameters
used for testing have also been described in Table I. All tests
use the same repulsive gain parameter (η) and attractive gain
parameter (ξ) values. The Erg tolerance (t) used throughout
the test is 0.01. Environment E1 and E2 use the value of
r = 4, while E3-E6 uses the value of r = 3. All of the
environments start to move from (0,5) towards the goal at
(10,5).

Fig. 8 (a) shows that I-APF succeeded in generating a
collision-free path on E1. E1 represents a SAROG problem
where the initial position, obstacle, and goal lie in a straight
line. The robot will fail when the auxiliary function is not
active. Fig. 8 (b) shows that in the 400th iteration, the values
of Fx and Fy are zero. This means the robot has reached
a local minimum condition and made the path stop at that
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(a) Trajectory of Environment 1

(b) Potential force of E1 without v (c) Potential force of E1 with v

Fig. 8. Test result of Environment 1

(a) Trajectory of Environment 2

(b) Potential force of E2 without v (c) Potential force of E2 with v

Fig. 9. Test result of Environment 2
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(a) Trajectory of Environment 3

(b) Potential force of E3 without v (c) Potential force of E3 with v

Fig. 10. Test result of Environment 3

(a) Trajectory of Environment 4

(b) Potential force of E4 without v (c) Potential force of E4 with v

Fig. 11. Test result of Environment 4
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(a) Trajectory of Environment 5

(b) Potential force of E5 without v (c) Potential force of E5 with v

Fig. 12. Test result of Environment 5

(a) Trajectory of Environment 6

(b) Potential force of E6 without v (c) Potential force of E6 with v

Fig. 13. Test result of Environment 6
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condition. The values of Fx and Fy show zero values, which
means that the attractive force received by the robot is the
same as its repulsive force. Fig. 8 (c) shows the effect of the
auxiliary function in solving SAROG problems. The value of
Fx and Fynew in the 400th iteration produces a new value
that deflects the path away from the obstacle. The resulting
path reaches the goal position with t = 0.01 in the 1020th
iteration. The resulting Erg value is 0.0016.

Environment E2 shows GNRON problems where the ob-
stacle is close to the goal. Fig. 9 (a) shows that the ηnew value
becomes smaller than η. It is also indicated by the height of
the resulting potential field. When the APF algorithm does
not apply the auxiliary function, the deadlock condition is
reached in 900th iterations. The I-APF algorithm that uses
an auxiliary function generates a new Fx and Fynew force
that deflects the path away from a deadlock condition.

Environment E3 represents the combination problems of
SAROG and GNRON. Fig.10 (a) shows that I-APF suc-
ceeded in producing a collision-free path similar to E1.
The difference between Fig.8 (c) and Fig.10 (c) is in the
avoidance of GNRON in 900th iterations. The resulting ηnew
and rnew values in qobs.2= [9,5] are 0.0949 and 0.1897.

A more complex form of the obstacle is shown in E4.
E4 represents the SSOD problem with the obstacle arranged
parallel in front of the robot. According to Fig.11 (a), the
auxiliary function plays an important role in solving SSOD
problems. The I-APF algorithm is able to produce a path that
is able to avoid the symmetric obstacle located in front of
the robot. Based on Fig.11 (b) and (c), the auxiliary function
is active in 280th iterations. In accordance with (19), the
direction of the path will go to the right of the obstacle
because the Fynew value is smaller than Fy . The resulting
Erg value is 0.0059.

E5 represents the SSOD problem with the U-shape obsta-
cle. Combined SSOD and GNRON problems are represented
in the E6 environment. There are several symmetric obstacles
that are near the goal. The ηnew values for each obstacle near
the goal are 0.3399, 0.2384, and 0.3399. According to Fig.
12 (a) and Fig. 13 (a), I-APF utilizes an auxiliary function
to avoid two adjacent obstacles and form SSOD problems.
After that, the obstacle near the goal is avoided by utilizing
adaptive rnew and ηnew according to equations (6) and (20).

TABLE II
ENVIRONMENT SETUP

Env. Initial Obstacle Goal
Position Position Position
(xi, yi) (xo, yo) (xg , yg)

E1 (0,5) (5,5) (10,5)

E2 (0,5) (9,5) (10,5)

E3 (0,5) (5,5);(9,5) (10,5)

E4 (0,5) (5,4);(5,4.5);(5,5) (10,5)
;(5,5.5);(5,6)

E5 (0,5) (3,4);(4,4);(5,4) (10,5)
;(5,6);(5,5);(5,5.5)

;(5,4.5); (4,6); (3,6)

E6 (0,5) (3,4);(4,4);(5,4) (10,5)
;(5,4.5);(5,5);(5,5.5)

;(5,6);(4,6);(3,6)
;(9,5);(9,4);(9,6)

According to Fig. 12 (b) and Fig. 13 (b), if the auxiliary
function is not active, the deadlock condition will be reached
in the 180th iteration. However, Fig. 12 (c) and Fig. 13 (c)
shows that I-APF is able to avoid deadlock conditions using
the auxiliary function in equation (18).

TABLE III
RESULT OF THE TESTS

Env. Step m Erg Dtrav

E1 1072 0.1 0.0016 10.72

E2 1020 0.1 0.0098 10.20

E3 1038 0.1 0.0091 10.38

E4 1197 3.0 0.0059 11.97

E5 1407 4.0 0.0098 14.07

E6 1422 6.0 0.0099 14.22

Based on the experiments, a summary of the experimental
results can be seen in Table III. The average of Dtrav and
Erg values generated in all of the environments were 11.93
and 0.0077. The error generated by all tests is less than
the specified tolerance limit of 0.01. It shows all the results
towards the goal as an equilibrium point. In addition, based
on the resulting image, the paths generated in all environ-
ments indicate that the proposed path planning algorithm can
produce a safe path without crashing into obstacles between
the initial and the goal.

V. CONCLUSION

The multi-local minimum problem-solving approach has
been described in this study. The main parameter that is
seen is the success rate of the I-APF algorithm in achieving
the goal, which is represented by Erg and distance traveled
(Dtrav). From the test results, it can be seen that changes
in the value of m affect the value of Erg. The value of Erg
can be reached based on the predefined tolerance value. In
this study, the average Erg value with a tolerance of 0.01
was 0.0077. From all tests, the value of the shortest distance
between the initial position and the goal is 10. The average of
the total trajectory (Dtrav) generated by the I-APF algorithm
is 11.93. According to the results, it shows that the I-APF
algorithm can solve local minimum problems in the form
of single local minimum problems and multi-local minimum
problems.
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