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Abstract—There have been a fund of studies on Chinese
Grammatical Error Correction (CGEC) since it was pro-
posed by NLPCC 2018 shared task 2. In previous studies,
most researchers regarded this task as a Neural Machine
Translation (NMT) task, which treated erroneous sentences
as source-language and correct sentences as target-language.
But this method relies on large-scale parallel corpus. In recent
years, Bidirectional Encoder Representations from Transform-
ers (BERT) and its variants have made an exciting break-
through on various NLP tasks and inspire NLP practitioners
to explore the utilization of pre-trained model. However, BERT
performs better on Natural Language Understanding (NLU)
benchmarks (e.g., SQuAD v1.1), the applications on genera-
tive tasks are inadequate. In NLP-TEA CGED Shared Task
2020, many methods based on BERT Pre-trained model have
emerged. Unlike CGED tasks, whose purpose is to detect error
position and error types in a sentence, are usually regarded as
sequence labelling or binary classification problem. CGEC is
a sequence generation task. In this study, we leverage n-gram
statistical language model as a spelling checker and BERT-
based pre-trained model as the encoder in sequence-to-sequence
(seq2seq) structure to solve CGEC problem. Our baseline is
Transformer. The experimental results demonstrate that our
method outperforms the other three participating teams but also
some latest methods, and we analyze how different checkpoints
affect our results.

Index Terms—Chinese grammatical error correction, BERT,
N-gram, Pre-trained model

I. INTRODUCTION

GRAMMATICAL error corrcetion (GEC) has long been
a question of great interest in a wide range of natu-

ral language processing (NLP) fields. GEC is the task of
correcting different kinds of errors in texts or sentences,
such as spelling, punctuation, grammatical, and word choice
errors. The aim of a GEC system is to take a potentially
erroneous sentence as input and expect to transform it to its
corrected version (As shown in Table 1). Since English is
the most widely used language in the world, a considerable
amount of shared tasks have been put forward for English
GEC research, most notably with the CoNLL-2013, CoNLL-
2014 [1], [2] and BEA-2019 [3] shared task. Compared
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with English GEC, Chinese grammatical error correction
(CGEC) has a much shorter history, due to the fact that
Chinese characters are far different from English ones. In
earlier studies, because of the lack of corpus of corresponding
sentence pairs, the researches for CGEC were first came up
with its previous stage: Chinese grammatical error diagnosis
(CGED) , such as IJCNLP-2017 [4], NLPTEA-2018 [5]. In
these tasks, participants were required to detect where the
errors probably are in sentences, and the most representative
method is conditional random fields (CRF) and long short
term memory (LSTM) network [6], [7] proposed by Xie et
al. and Zheng et al. The CGEC task is more challenging and
valuable than CGED task, but it was not until NLPCC 2018
shared task [8] raised this challenge that NLP researchers
had the opportunity to participate and develop CGEC.

Recently, pre-training approaches, such as ELMo [9],
GPT-2 [10], BERT [11], XLNet [12] and RoBERTa [13],
which utilize large amount of unlabeled data to capture
enriched contextual representations lead to marvelous im-
provements on natural language understanding (NLU) tasks,
like SQuAD [14] and CoQA [15]. But very little work
has been done to applying such pre-training techniques to
sequence-to-sequence (seq2seq) models. For the GEC task,
extensive researches have shown that treating GEC task as
a sequence-to-sequence neural machine translation (NMT)
task is feasible [16]–[18]. However, training an NMT system
mentioned above requires considerable parallel corpus, other-
wise it will cause insufficient network training. So we come
up with the idea that leveraging both pre-trained model and
seq2seq structure to solve CGEC problem, in order to acquire
more existing knowledge of Chinese learned by a pre-trained
model and output the result via seq2seq structure. Moreover,
some recent researches have proven that BERT works well in
English sentence correction tasks [19], [20], maybe Chinese
GEC task will also work as well.

Inspired by Qiu’s work [21] and Fu’s work [18], a GEC
task consists of two phases: The first stage aims at solving
simple problems, such as spelling error, which could be done
with a spelling checker by statistical strategy. In the second
stage, more complex errors like grammatical error will be
solved by neural network.

In this study, we leverage n-gram statistical language
model as a spelling checker and BERT-based pre-trained
model as the encoder in seq2seq structure. At the first stage,
we utilize n-gram language model and SIGHAN 2013 CSC
Datasets [22] to detect and verify the spelling error in training
dataset. At the second stage, we propose a new seq2seq
structure based on Transformer [23] that is compatible with
Chinese pre-trained model. We modify slightly on Trans-
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TABLE I
TYPICAL EXAMPLES FOR FOUR TYPES OF ERROR. ACCORDING TO NLPTEA 2016 SHARED TASK, CHINESE GRAMMATICAL ERRORS ARE DIVIDED

INTO FOUR CATEGORIES: REDUNDANT WORDS (DENOTED AS "R"), WORD ORDERING ERRORS ("W"), MISSING WORDS ("M") AND WORD SELECTION
ERRORS ("S"). THE SOURCE SENTENCE IS THE SENTENCE CONTAINING THE ERROR, WHILE THE TARGET SENTENCE IS THE CORRECTED ONE.

Error Type source sentence target sentence

R 他们是离婚了，所以不一起住 他们离婚了，所以不一起住
They are have divorced, so they don’t live together They are divorced, so they don’t live together

W 我非常快乐，跟妹妹再想去唱卡拉OK 我非常快乐，想跟妹妹再去唱卡拉OK
I am very happy, and my sister wants to sing karaoke again I am very happy and want to go singing karaoke with my sister again

M 请这个句子对不对？ 请问这个句子对不对？
Please this sentence correct? Excuse me, is this sentence correct?

S 好想跟她再见 好想跟她再会
I want to say goodbye to her I want to see her again

former’s encoder and leverage BERT-initialized pre-trained
model as the encoder, paired with a randomly initialized
decoder, since Rothe et al [24] have proven that the encoder
part of BERT is crucial to the sequence generation task, while
decoder is not. Our models obtain F0.5 scores of 33.21 and
35.72 respectively, which perform better than the top three
teams of the shared task, demonstrating that our work is
valuable and effective.

The rest of the paper is organized as follows. Chapter II
first gives a brief overview of the recent related work of GEC.
The third chapter is concerned with the methodology used
for this study. Chapter IV describes the experimental setup
and results. Chapter V presents the findings of this research
and Chapter VI makes a conclusion of the paper.

II. RELATED WORK

Early GEC missions usually used a rule-based approach
[25] or classifier-based approach [26], but these methods
can only modify specific concentrated errors in the text.
To address various types of errors, Brockett et al. [27]
first proposed the idea that GEC tasks can be regarded as
translation tasks, and then the Statistical Machine Translation
(SMT) method is widely accepted in the field of grammatical
error correction. Felice et al. [28] propose a hybrid system
which consists of a rule-based system and a SMT system. Xie
et al. [29] introduced deep neural network to text correction
for the first time, and proposed a sequence-to-sequence-based
character-level grammar correction system. At that time, this
type of SMT method further promoted the grammatical error
correction method to a new level on English benchmark test
data sets.

With the widespread application of deep learning, along
with existing research recognises the critical role played by
Neural Machine Translation (NMT) in the field of GEC. Sun
et al. [30] employ Convolutional Neural Network (CNN)
for English grammatical error correction. Yuan and Briscoe
[16] propose a two-step method to the unregistered word
problem. Chollampatt et al. [17] improved grammatical cor-
rection system by using a multilayer convolutional encoder-
decoder neural network, and their strategy outperforms all
prior neural approaches. Ge et al. [31] use a strategy called
"fluency booast learning", which eliminates the defects of
canonical seq2seq models.

Unlike the extensive research on English GEC task [1],
[2], [17], [30], there is relatively little research on Chinese
GEC task. Prior to 2018, the main focus was on Chinese
grammatical error diagnosis (CGED) [32], [33]. For instance,
Zheng applies sequence annotation methods (CRF, LSTM) to

the task of grammatical error detection, and further improves
the results through model ensemble methods. Until 2018, a
Chinese GEC shared task was first performed at NLPCC
2018, which accelerated the progress of CGEC in this field.
In this competition, the winning solution was proposed by
Fu et al [18]. They regarded the CGEC task as translation
task and proposed a phased solution: After removing simple
errors by a statistics-based approach, they input the corrected
sentence into the neural network to correct the remaining
complex errors. Besides, Zhou et al. [34] used a stack
approach to combine different kinds of error correction mod-
els, including rule-based error correction model, statistics-
based error correction model, and deep learning-based error
correction model. First obtain the candidate sets on the low-
level error correction model, and then combine the candidate
sets on the high-level model.

Last year, at NLP-TEA CGED Shared Task 2020, many
methods based on BERT Pre-trained model have emerged.
Cheng et al [35] used BERT to train a binary classification
model to detect whether a sentence has errors, in their study,
they trained a classification model by BERT pre-trained
model. Cao et al [36] applied the idea of sequence labeling
to the error detection task. The experimental baseline model
used BiLSTM-CRF, and the role of BERT was to obtain
the embedding layer representation of the input text. Liang
et al [37] accomplished a hybrid model for CGED task,
integrating position-tagging model and correction-tagging
model. With position-tagging model, they trained a sequence
tagging model using RoBERTa as the model’s encoder. Zan
et al [38] added an error correction step based on the
experiment of Cao et al [36]. In the detection stage, the
combination of BiLSTM and BERT is also used, and in the
correction stage, an n-gram language model and a sequence-
to-sequence neural network are used.

III. SYSTEM AND METHODS

In this study, as shown in Figure 1, we establish two
models, respectively statistical model and seq2seq model.
For the statistical model, we utilize n-gram language model
and SIGHAN 2013 CSC Dataset to detect and verify the
spelling errors in training dataset. For the seq2seq model,
we leverage BERT-variants pre-trained model as the encoder
in sequence-to-sequence (seq2seq) structure, in our proposed
structure, we inherited the Transformer model and made a
small change on this basis. On the encoder side, we train
a BERT model to generate large semantic representations,
while on the decoder side, we use a conventional Transformer

Engineering Letters, 30:2, EL_30_2_11

Volume 30, Issue 2: June 2022

 
______________________________________________________________________________________ 



Fig. 1. The illustration of our model: a spelling checker based on statistical model and a BERT-based encoder sequence-to-sequence structure.

decoder and random initialization strategy. In the following
subsections, we will elaborate on the methods we use.

A. Spelling Checker and N-gram Model

Different from English, there are two cases of spelling
errors in Chinese, namely the spelling errors of the characters
and the one of the phonetics. The reason for this phenomenon
is the two mainstream Chinese input method editors, Wubi
and Pinyin. To handle this problem, SIGHAN 2013 CSC
provides similar shape and similar pronunciation character
sets. For example, the set of similar shape of the character
"丁" and the set of similar pronunciation of the character
"又" are listed as follows:

• Similar Shape: 丁,叮打汀歹可仃
• Similar Pronunciation: 又,幼鼬宥右柚有
N-gram is a method that facilitates statistical calculation.

Its principle is to slide and slice on the text sequence. The
sliced part is called a gram, and N is the width of the sliding
window. Assuming that the occurrence probability of the
current word is only related to the words preceding it, the
probability of the entire sentence can be calculated.

If we have a sequence of m words (or a sentence), we want
to calculate the probability p(w1, w2, ..., wm), according to
the chain rule, we can get p(w1, w2, ..., wm) = p(w1) ∗
p(w2|w1)∗p(w3|w1, w2)∗...∗p(wm|w1, ..., wm−1). Using the
assumption of Markov chain, that is, the state of the current
word is only related to the first few words adjacent to it, so
that the length of the above formula can be greatly reduced.
which is p(w1, w2, ..., wm) = p(wi|wi−n+1,...,wi−1

). In this
study, we choose a trigram model, that is n equals to 3 (1),

P (w1, w2, ..., wm) =
m∏
i=1

P (wi|wi−2wi−1) (1)

Next, in the given training corpus, use Bayes’ theorem to
calculate all the above conditional probability values (2).

P (wi|wi−2, wi−1) =
C(wi−2, wi−1, wi)

C(wi−2, wi−1)
(2)

Here is the illustration of using Similar Character Set (SCS)
and language model to correct simple errors: First, segment
the input sentence into words, for words that do not appear
in the dictionary, each character is replaced by SCS and
a candidate word set is generated. Next, use the N-gram

Algorithm 1 simple error correction
Input: input sequence (S), language model (LM), dictionary

(D), Similar Character Set (SCS)
Output: corrected sequence
1: S∗ ⇐ input sequence has been segmented
2: C[ ]⇐ candidate substitution word set
3: for each word w in S∗ do
4: if w /∈ dictionaryD then
5: for each character c in w do
6: C[ i] += replaced by SCS
7: target output=LM.score(min perplexity(C[ i]))
8: end for
9: else

10: continue
11: end if
12: end for
13: corrected sequence = target output
14:
15: return corrected sequence

model to select the sentence with the lowest perplexity. See
Algorithm 1 for details.

B. ATTENTION MECHANISM

The attention mechanism is inspired by the way of human
thinking. When doing translation tasks, the content of the part
to be translated can be judged according to the key words
in the context. In the attention model, when we translate the
current word, we can find the key points according to all the
words in the source sentence, and combine the translation
content of the previous text to get the translation result of
the part to be translated, so that when our decoder predicts
the target translation, we can refer to all the information of
the encoder, not only the fixed-length hidden vector in the
original model, and will not lose long-range information.

For an input sequence X = (x1, x2, ..., xt), we use
the RNN structure to get the hidden state in the encoder
h = (h1, h2, ..., ht). Suppose the hidden state of the current
decoder is st−1, the relationship between each position of
the input sequence j and the current output position can be
calculated, shown as (3),

etj = a(st−1, hj) (3)
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Written in the corresponding vector form is (4):

~et = (a(st−1, h1), ..., a(st−1, ht)) (4)

where a is a correlation operator, such as the common
form of multiplication, weighted multiplication, etc. For −→et ,
perform a softmax operation to normalize it to get the
distribution of attention (5):

~αt = softmax(~et) (5)

The expanded form is (6):

αtj =
exp(etj)∑T
k=1 exp(etk)

(6)

Using ~αt we can perform weighted summation to get the
corresponding context vector, as shown in the formula (7):

~ct =
T∑
j=1

αtjhj (7)

From this, we can calculate the decoder’s next hidden state
st = f(st−1, yt−1, ct) and the output of that position
p(yt|y1, ..., yt−1, ~x) = g(yi−1, si, ci)

Since the attention mechanism is so effective, Vaswani et
al. [23] proposed a self-attention architecture called Trans-
former, which is completely based on attention mechanisms
and get rid of the sequential structure like RNN. Due to its
marvelous performance in seq2seq task, we build our model
based on Transformer.

C. BERT

Bert is based on Transformer’s deep bidirectional language
representation model, it is a bidirectional encoder network
based on Transformer structure. One of its characteristics is
that all layers are pre-trained in conjunction with context.
Bert’s goal is to generate a pre-trained language model, so
Encoder mechanism is the only element. The working prin-
ciple of BERT’s Masked Language Model task is shown in
Figure 2. Given an input sequence W = (W1,W2, ...,Wm),
before feeding the sequence into BERT, 15 percent of the
words in the input sequence are covered with a [MASK]
token, then perform embedding operations on each token.
After doing this we send the sequence to Bert and get the
encoder’s output O = (O1, O2, ..., Om), then we multiply the
output vectors by the embedding matrix, transforming them
into the same dimension as vocabulary. The model calculates
the probability of each word in the vocabulary through the
softmax function to predict the word at the [MASK] token.

D. Gradient Accumulation

In order to solve the problem of insufficient GPU memory,
we used the gradient accumulation mechanism in our exper-
iment. During the training process of the neural network, a
gradient clearing will be called after the update is completed.
The way to accumulate gradients is to delay the call, and
then call the reverse update and gradient clearing after a few
batches. By delaying the update of the parameters, the same
effect as using a larger batch size can be achieved.

IV. EXPERIMENTS

A. DATASET

In this study, we use NLPCC 2018 shared task’s official
dataset, which is available at https://github.com/zhaoyyoo/
NLPCC2018_GEC/. The raw training data has a total of
717,241 rows, each row consists of four columns, namely
sen_id, num_correct, orig_sen and corrections. We extract
the last two columns to construct sentence pairs. It is worth
noting that there may be zero or more corrected sentences
for an orig_sen, depending on the value of num_correct,
after processing the training data, we get 1,097,190 sentence
pairs. Next, we evaluate the generated sentence pairs, and we
use the data filtering methods commonly used in machine
translation to filter the data [39]. We exclude sentence pairs
that meet the following rules:

• The length of source sentence or target sentence if
greater than 200.

• The edit distance between source sentence and target
sentence is greater than 15.

• The source sentence is twice the length of the target
sentence, or vice versa.

After filtering the training data, we obtain 980,152 sentence
pairs.

The test data was provided by NLPCC 2018 shared task,
which contains 2,000 sentences. Since NLPCC 2018 shared
task does not provide a validation set, we use the method of
Ren et al [40]. Randomly select 5000 items from the training
set to form the validation set.

In addition, in this experiment we used the HSK Chinese
Proficiency Test corpus as data augmentation to verify the
impact of the size of the training data on the results. We use
the same criteria as above to filter the data, moreover, because
traditional Chinese exists in the HSK data set, we also
use the zhconv tool to convert the traditional Chinese into
simplified Chinese. In total, we use 1,215,069 sentence pairs
for training. We crawled over 300 Chinese news websites and
obtained over 700GB data to train n-gram statistical model,
our dictionary is also generated from these data.

B. Model

In our experiments, we used https://github.com/pytorch/
fairseq to implement the Transformer model and the
model we mentioned in Chapter III. We inherited the
Transformer(self-attention) networks of fairseq and made
some changes to train the following models:

1) Transformer: First, we train an unmodified Trans-
former model according to the paper [23] as the baseline of
our experiment. Before training, we split all training sentence
pairs into characters, due to the fact that the bert pre-training
model is based on characters. The following model training
also uses characters as the basic unit.

The dimension of the embedding layer of the encoder and
decoder is set to 512, and the dimension of the FNN layer of
the encoder is 2048. In order to unify the variables, we set
both the encoder and decoder to 12 layers, because we will
train a 12-layer bert model later, and the number of heads for
Transformer self-attention is set to 8. In the training phase,
we set the initial learning rate to 1e-5, we adopt the Adam
optimizer in our model with the value of β1 and β2 are 0.9
and 0.999 respectively, and choose reduce_lr_on_plateau as
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Fig. 2. The illustration of BERT’s Masked LM task, where w = (w1, ..., w5) denotes input sequence, while w = (w′
1, ..., w

′
5) denotes predicted

sequence.

the way we update the learning rate, which means that the
learning rate is updated when the loss of the validation set
no longer drops. The dropout probability was set to 0.1, and
the batch size was set to 2048 tokens. In the inference phase,
we set the beam size to 12.

2) Ours: Specifically, our model loads the Bert model
into the encoder and randomly initializes a decoder. We
use pytorch_transformers to load BERT-Base-Chinese pre-
trained checkpoint. Except that we set the batch size to 16
during the training process, other parameters are the same as
the baseline model. In our experimental environment, it took
about three days to train BERT model, and the experimental
environment will be listed in Appendix A.

The details of the model parameters can be found in
Appendix B.

C. EVALUATION

In this study, We use M2 Scorer to evaluate performances.
MaxMatch (M2) algorithm is a commonly used text matching
algorithm. The effect of the model is judged by phrase-level
prediction result of the model and calculating the maximum
overlap with the gold standard. The precision, recall, and
F-score measure between the set of system edits e =
{e1, e2..., en} and the set of gold edits g = {g1, g2, ..., gn}
for all sentences are computed as following formulas:

For Precision:

P =

∑n
i=1 |ei ∩ gi|∑n
i=1 |ei|

(8)

For Recall:
R =

∑n
i=1 |ei ∩ gi|∑n
i=1 |gi|

(9)

For F-score:
Fβ =

(β2 + 1)PR

β2P +R
(10)

And we use NLPCC 2018 official evaluation criteria F0.5,
which means the importance of precision is twice the recall.

D. RESULTS

As table 2 shows, we compare our results with the results
of the top three teams’ work in the NLPCC 2018 shared
task and some researches recently. From the results shown
in the table, on a single model, our experimental results are
3.3 points higher than the first-ranked team, and on ensemble
model, our experimental results even amazingly achieve 5.81
points higher than the first-ranked team. Compared to state-
of-art work, our results are still insufficient, but the gap is
not too big (near 1.25 points).And in terms of recall rate, our
result is 0.13 points higher than it. Our experimental process
is detailed as follows:

First of all, we are trying to find out which of the different
granularities of word segmentation, namely character level,
sub-word level and word level, works best. The results in
Table 3 show that character-level word segmentation works
best in this task. Therefore, the character-level Transformer is
used as the experimental baseline in subsequent experiments.

Next, as is illustrated in table 4, we leverage BERT
and its variants pre-trained model as the encoder in our
structure, and analyze how different pre-trained model affect
our results. Among them, alBERT reduces the amount of
parameters on the basis of BERT and is a lightweight BERT.
RoBERTa uses a larger amount of data, batch size, and epoch
on the basis of BERT, removes the NSP task and adds a
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Fig. 3. The curve of the relationship between the number of iterations and the loss on the validation set.

dynamic mask mechanism. MacBERT improves the original
masking strategy of BERT and proposes the Whole Word
Masking strategy, which simultaneously masks the characters
belonging to the same word during random masking. At the
same time, the masked part is no longer represented by the
[MASK] mark, but is randomly replaced by other words.
For each of those BERT-variant pre-trained model, shown in
figure 3, we record the curve of the relationship between the
number of epoch and the loss on the validation set, which
shows that, when epoch is close to 10, the loss tends to be
stable, and also, that is the reason why we set the parameter
epoch to 10.

The results indicate that MacBERT’s performance is prior
to other Pre-trained model in our CGEC system, for this
reason, we use MacBERT as the pre-training model in the
following experiments.

We train a character-level plain Transformer as our base-
line for comparison. Next, we add spelling checker to the
experiment and the result is slightly improved (1.28 points),
in addition, the use of data augmentation can slightly improve
the results. Then we use MacBERT pre-trained model as
encoder, the result shows that the method of adding a pre-
trained model on the encoder side is much better than the
normal Transformer encoder. Subsequently, we also added
the spelling checker to the experiment, and the results showed
that the result of adding the spelling checker was 0.82 higher
than that of not adding it. Finally, inspired by Wang et al [41],
we use four different random seeds to train our models, and
in the inference stage, we specify multiple model files, in
this attempt, we achieve the best results.

V. DISCUSSION

The method proposed in this paper makes full use of the
powerful semantic representation of the BERT pre-training
model, and uses probability methods in statistics to correct
shallow errors in sentences. For these four types of error
mentioned in table 1, our system made a great prediction.
For example, figure 4 shows the predicted sentence (also

TABLE II
EXPERIMENTAL RESULTS OF OUR METHODS COMPARED WITH THE
OTHER TEAMS’ IMPLEMENT IN NLPCC 2018 SHARED TASK AND

RECENT RESEARCHES.

System P R F0.5

[NLPCC 2018]
Fu et al (2018) [18] 35.24 18.64 29.91

Zhou et al (2018) [34] 41.00 13.75 29.36
Ren et al (2018) [40] 41.73 13.08 29.02

Ren et al ensemble (2018) [40] 47.63 12.56 30.57
[SOTA result]

Zhao et al (2020) [42] 44.36 22.18 36.97
[Recent Researches]

Wang et al (2020) [41] 32.67 22.19 29.76
Wang et al ensemble (2020) [41] 41.94 22.02 35.51

Ours 39.15 20.67 33.21
Ours ensemble 42.04 22.31 35.72

TABLE III
TRANSFORMER MODEL RESULTS OF DIFFERENT GRANULARITY

SEGMENTATION.

Transformer model P R F0.5

Word level model 22.15 10.32 18.02
Subword level model 23.20 10.89 18.92
Character level model 28.92 14.42 24.08

the correct sentence) "我可以去你家吃饭吗?" after the
input sentence "我坷以去你家吃饭了吗?", is processed
by the system. First, correct the error type "S" through the
statistical model, that is, change "坷以" to "可以". Then use
the seq2seq model to correct the error type "R", that is, to
delete the redundant " 了".
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TABLE IV
A SERIES OF PRE-TRAINED BERT MODELS THAT AFFECT THE RESULTS.

Pre-trained model P R F0.5

BERT-initialize 37.42 18.99 31.34
alBERT-initialize 27.28 10.10 20.36

roBERTa-initialize 37.28 20.84 32.20
MacBERT-initialize 38.47 19.85 32.39

TABLE V
THE COMPARISON EXPERIMENT, IN WHICH SC REFERS TO SPELLING

CHECKER, ENS REFERS TO MODEL FUSION (ENSEMBLE).

System P R F0.5

Transformer 28.92 14.42 24.08
Transformer + SC 29.31 16.48 25.36

Transformer + SC + HSK 29.45 17.06 25.71
MacBERT-initialize 38.47 19.85 32.39

MacBERT-initialize + SC 39.15 20.67 33.21
MacBERT-initialize + SC + HSK 39.21 20.75 33.29

MacBERT-initialize + ENS 41.13 18.97 33.34
MacBERT-initialize + SC + ENS 42.04 22.31 35.72

Fig. 4. An input sentence containing error type R("了") and error type
S("坷以") corrected by our system.

But the shortcomings of our proposed method are also
obvious, it takes too long to train the BERT pre-training
model once, and it is inconvenient to adjust the parameters in
time according to the results, although the effect is improved,
the time cost is high. Moreover, There are long sentences in
the test set, but we have to eliminate some long sentences
(as we did in Chapter IV) in the process of constructing the
training set, because of the limited GPU memory. However,
the use of long sentences for training will further increase
the requirements for GPU memory, maybe using a more
advanced GPU will improve the experimental results and
training speed at the same time.

VI. CONCLUSION

In this work, we leverage n-gram statistical language
model as a spelling checker, and BERT-based pre-trained
model as the encoder in seq2seq structure for Chinese
grammatical error correction task, we have proved our
method’s powerful effect through our experiments. First, we
use spelling checker based on n-gram language model to
remove spelling errors. Next, we use the seq2seq model to
correct grammatical errors and make sentences more fluent.
The experimental results show that although our method still
has a certain gap with sota work, it is also an effective
method.

APPENDIX A
EXPERIMENTAL ENVIRONMENT

TABLE VI
HARDWARE INFORMATION AND SOFTWARE VERSION OF THE

EXPERIMENTAL ENVIRONMENT.

Operating System CentOS Linux release 7.6.1810 (Core)
CPU Intel(R) Xeon(R) Silver 4114 CPU @

2.20GHz
Graphics Processing Unit NVIDIA Corporation GP102 [GeForce GTX

1080 Ti]
Graphics Memory 11178 MiB
PyTorch Version 1.6.0+cu101
Python 3.6.5

APPENDIX B
MODEL AND TRAINING PARAMETERS

TABLE VII
DETAILS OF MODEL STRUCTURE AND TRAINING PROCESS.

Transformer
Embedding dimension 512
FNN dimension 2048
Encoder layer 12
Decoder layer 12
Multi-heads 8
Initial learning rate 1e-5
Optimizer Adam (β1 = 0.9,β2 = 0.999)
Learning rate scheduler Fixed
Dropout 0.1
Batch size 2048
Max epoch 10

BERT-initialized
Embedding dimension 512
FNN dimension 2048
Encoder layer 12
Decoder layer 12
Multi-heads 8
Initial learning rate 3e-5
Optimizer Adam (β1 = 0.9,β2 = 0.999)
Learning rate scheduler Fixed
Dropout 0.1
Batch size 32
Max epoch 10
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