
Abstract—Currently, the application of big data and artificial
intelligence (AI) in financial credit risk management is a
research hot spot. Most research has focused on using data
and AI algorithms to improve modeling performance,
ignoring the difficulty of data sharing. Federated learning has
become an effective solution for achieving the "available and
invisible" goal of data sharing under the premise that the data
do not come out of the local area and meet global data
compliance. However, we must find a solution for the poor
modeling performance caused by data heterogeneity to truly
achieve the goal of credit risk management in the financial
industry. This paper proposes an application scheme of
federated learning in the field of financial credit risk
management. It presents an experimental comparison and
analysis to verify the feasibility of the application. The
antagonistic verification results show the existence of
non-independent and identically distributed (non-IID) data.
Moreover, using the Chi-square test method, we detail the
modeling, analysis, and evaluation of heterogeneous data with
non-IID characteristics. The experimental results demonstrate
a performance improvement of 14% by the proposed
application framework and method in the financial credit risk
management of small banks with few data samples.

Index Terms—Credit risk management, federated

learning, financial engineering, non-IID

I.INTRODUCTION
HE financial industry’s ever-growing wealth of data

has continually presented new opportunities to develop
and improve the industry [1]. However, obtaining and
utilizing financial data are difficult. First, with the
increasing importance of data privacy worldwide,
information security regulations have made it difficult to
fulfill the legal requirements necessary to obtain financial
data [2]. Furthermore, to protect customers and avoid losses,
the financial industry has been unwilling to share customer
information, leading to “data silos” [3]. Federated learning
is an effective solution to these issues, meeting the legal
requirements and ensuring customer privacy and protection
[4, 5]. Through the application of federated learning
technology, the data elements that financial institutions
seek can be shared across departments, institutions, and
industries.
For federated learning to be used in credit risk

management, however, a solution is needed for the problem
of heterogeneity [6-8]. This term refers to statistical

heterogeneity and system heterogeneity, that is, equipment
and model heterogeneity [9]. Because financial institutions
have extremely strict regulations in the interest of business
continuity security, it can be assumed that the experiment
environment is ideal, that is, clients are always reachable,
clients’ local data are unchanged, and the model can be
kept consistent, assuming that there is no system
heterogeneity. However, statistical heterogeneity exists
widely owing to the huge differences in the amount of data
owned by different clients. This is caused by the differing
scale and geographic locations of different institutions and
ultimately results in a large amount of data being
non-independent and identically distributed (non-IID). This
presents some challenges in the convergence of data
modeling and analysis model training, which may
significantly affect the training performance of the model.
This is the core problem that federated learning needs to
overcome in the field of credit risk management. It is also a
key problem that must be solved for the further
development and utilization of federated learning.
The main contributions of this study are as follows: first,

we use federated learning to solve the credit risk
identification problem of multiple banks. We clarify the
technical steps and methods of using federated learning to
solve real problems, such as obtaining an effective method
of data preprocessing. The second contribution is to design
a specific federated learning scheme, which has achieved a
similar effect of centralizing bank data for modeling. In
practice, it has been proved that federated learning can not
only protect privacy data but also achieve a better risk
identification effect, which strongly supports such typical
applications. The third contribution is to prove that the
effect of federated learning modeling is better than that of
any single bank modeling, which provides a feasible
method for bringing more banks into federated learning.

II. RELATEDWORK
The concept of federated learning was first proposed by

Google in 2016 [10]. It is a framework based on distributed
machine learning, in which the clients cooperatively train
the model under the coordination of the central server, and
the training data are kept locally without being uploaded to
the data center [11]. Unlike general machine learning
models, federated learning can use datasets distributed on
participating clients to cooperatively train the sharing
model, which has the default attribute of confidentiality
[12]. According to different datasets, federated learning can
be divided into three categories: horizontal federated
learning [13], vertical federated learning [13, 14], and
federated transfer learning [15].
Federated learning has been widely used in finance,
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medical care, keyboard prediction, and other fields [16-18].
For example, in the field of credit card anti-fraud and
cross-bank anti-money laundering, companies such as JP
Morgan Chase, IBM, and various academic institutions
have conducted theoretical discussions and modeling tests
of federated learning.
In China’s financial industry, the application practice of

federated learning mainly focuses on two types of business
scenarios: intelligent marketing and intelligent risk control.
Through dimension expansion and data feature splicing, the
ability of precise marketing and risk quantification can be
improved. In recent years, many domestic enterprises have
collaborated with financial institutions, medical companies,
and local governments to carry out research and
applications for federated learning [19-21]. At present,
federated learning platforms that have entered the pilot
stage include the Tencent Secure Federated Learning
Application Service Platform (FLAS); the open-source
federated learning framework FATE, from WeBank; and
the open-source federated learning framework PaddleFL,
based on Baidu Paddle [9]. These platforms have been
jointly tested in marketing and risk control scenarios with
many commercial banks, internet enterprises, consumer
financial institutions, and insurance companies.
There are still many problems in the application scenario

of federated learning, including incentive mechanisms [22],
security [23-25], and data heterogeneity [26]. This paper
focuses on solving the problem of data heterogeneity.
Individual clients and their devices generate, process, and
collect data on the network in different distributed methods,
creating large variations in data volume and characteristics.
Thus, the training data generated locally by each client are
non-IID. However, mainstream machine learning and
artificial intelligence algorithms are mainly based on the
assumption that data are independent and identically
distributed (IID). If the training datasets on different clients
participating in federated learning are non-IID, challenges
arise in the process of data modeling and model analysis
[27-29]. The non-IID data distribution characteristics slow
the model training speed, decrease model accuracy, and
make more communication overhead necessary, thus
increasing the difficulty of federated learning model
training. Therefore, finding solutions to model, analyze,
and evaluate the heterogeneous data with the characteristics
of non-IID data has become an important research topic.

III. THEORY AND METHODS
China's large and medium banks usually have relatively

mature credit risk assessment capabilities and ample
financial data samples. If the data and modeling capabilities
of large banks can be exported to small banks through
federated learning, without the outflow of data assets and
model assets, it can help improve small banks. This is
because small banks have less data, fewer fraud samples,
and inadequate risk control abilities; so, they can benefit
from using the federated learning modeling platform to
improve the overall credit risk control ability of the banking
industry.
To meet the above aims, we established a scheme

designating Bank A as a joint-stock bank, belonging to a

large-sized bank, and Bank B as a city commercial small
bank. Banks A and B have jointly explored cooperation in
the field of credit risk control and carried out the practice of
federated learning to establish a federated learning
platform.
This scheme uses the federated learning modeling

method to help banks with credit risk identification. The
selected information is distributed in different banks and
includes customer information, credit contracts, loan
receipts, loan extension information, and deposit and loan
account information. By building a federated learning
model for corporate loan risk identification, banks can
predict whether a normal corporate loan will be risky in the
coming month. An overview of the proposed system
architecture is shown in Fig. 1.
Although there may be only a few overlapping customers

between different banks, the overall customer data are
similar enough to cooperatively establish the machine
learning model through horizontal federated learning to
realize risk prevention and control [30, 31]. According to
the data characteristics of corporate loans and the principle
of federated learning technology, we chose the logistic
regression modeling scheme based on horizontal federated
learning.
To verify the scheme, we devised two experimental

hypotheses: (1) the performance of federated learning
modeling with data distributed in two banks is similar to or
better than the performance of centralized modeling (data
aggregated in one place), proving the effectiveness of the
federated learning modeling scheme; (2) the performance
of federated learning modeling is better than that of local
independent modeling (i.e., local modeling by each
individual bank) because federated learning modeling can
utilize more data and features and has high practical value.
Because Bank A is a national joint-stock bank and Bank

B is a city commercial bank with a business scope in a
specific province, the customer groups and sample size
vary. Therefore, the data of the two banks are
heterogeneous. The proposed scheme attempts to solve the
problem of heterogeneity and show that the federated
learning modeling results are similar to or better than the
local independent modeling results [32].

IV. EXPERIMENT AND RESULT ANALYSIS
In this experiment, Banks A and B selected transaction

flow data in the same time period and meeting the same
filter criteria. The effectiveness of the design scheme was
verified through data preprocessing, algorithm model
design, and modeling experiments.
A. Overview of data
According to the established experiment plan, nearly

600,000 samples of transaction data were collected,
analyzed, and processed (over 540,000 samples from Bank
A and over 40,000 samples were obtained from Bank B),
and data showing a strong correlation with corporate loan
business were screened out, as shown in Table 1. Features
were divided into four dimensions: loan-related static
information, dynamic change information of the loan, loan
customer sub-account capital flow, and total capital flow of
the loan customer’s other accounts. After a series of various
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Fig. 1. System architecture of the proposed model of federated learning

TABLE I

DATA TABLE INFORMATION

operations involving filtering and joining in the time period
of January to June 2020, 103 valid fields were selected
from 263 fields in eight tables.

B. Preprocessing of data
2.1. Data cleaning
(a) Standardization of data. Owing to different data

definition standards between banks, slight variations in data
descriptions lead to different statistical values for
describing the same feature. For example, in the Uniform
Credit Flag field, data from Bank A are denoted with
"Yes," and data from Bank B are denoted with "Have"; so,
"Yes" and "Have" were uniformly mapped to "Yes."
(b) Null value processing. There is inevitably some

missing information when collecting data; so, it is
necessary to process null values. For numeric null values, if
0 was meaningless, it was filled with 0, and if 0 was

meaningful, it was filled with special values. For
non-numeric null values, we filled them with "None."
(c) Avoiding sample duplication. To avoid the

influence of duplicate samples on the model, we removed
duplicate data, and only one copy of identical data was
reserved.
2.2. Characteristic engineering
(a) Numericalization of features. For features whose

values were non-numeric, the non-numeric values were
converted into numeric values by mapping relationships.
For example, according to the mapping relationship of
{Agriculture: 0, IT: 1, Finance: 2, Manufacturing: 3}, a set
of values of industry characteristics {Agriculture, IT,
Finance, Agriculture, Manufacturing} could be processed
as {0,1,2,0,3}.
(b) Discrete intervals of features. We segmented the

value of features into discrete intervals. For example, for a

Loan-related
static information

Dynamic change
information of the loan

Sub-account capital flow
information of loan customers

Total capital flow information of
other accounts of loan customers

Credit contract
table

Statement of IOUs for
corporate credit business

Sub-account table of corporate
credit

Sub-account of corporate demand
deposits

Corporate
customer table Loan extension table Sub-account detail record of

corporate credit
Sub-account detail of corporate
demand deposits
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group of value results in the income feature denoted as
{3000, 4500, 5000, 9000, 10000, 12000, 15000}, we
created three discrete intervals of low, medium, and high,
and the division results are thus {low, low, low, medium,
medium, high, high}.
(c) One-hot coding. One-hot coding is a method of

converting category variables into simple data forms for
machine learning models. By representing category
variables as binary vectors, we could represent each
numerical value as a binary vector. For example, for a
group of classification variables {0,1,2}, three coded values
of "100," "010," and "001" could be obtained through
one-hot coding.
2.3. Data sampling
In this modeling scenario, Bank A had 1,514 positive

samples and 542,920 negative samples, while Bank B had
82 positive samples and 45,792 negative samples. Between
the two banks and within the positive and negative samples
of each individual bank, the data were extremely
unbalanced. The positive-to-negative sample ratio of Bank
A was 1:10 and that for Bank B was 1:12. Therefore, when
building the model, we proportionally under-sampled
negative samples to balance the data and meet the needs of
algorithm modeling.

C. Federated learning model design
Based on the business scenario of corporate loan risk

identification, a model was constructed to predict whether a
normal corporate loan will have risks in the coming month.
To explore the data characteristics of corporate loans and
the advantages of federated learning technology, we
utilized logistic regression to train the local model of Bank
A and Bank B. Logistic regression is widely used in the
financial industry and is one of the common methods to
solve the two-category problem. Moreover, it is highly
interpretable; so, it can meet the demands of regulators,
customers, and bank staff in the financial scenario.
Federated learning modeling then involves the

coordination of multiple clients (i.e., Bank A and Bank B in
this paper) to jointly learn a global model without data
sharing. We used the FedAvg as a baseline, a widely used
standard method.
3.1. Local modeling: Logistic regression
Logistic regression is a generalized linear model. The

original range R of linear regression is mapped to the
interval [0,1] by the sigmoid function. When the value is
greater than the critical value, it is classified as one type,
and when it is less than the critical value, it is classified as
another type [34].
Its function definition is as follows:
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Where β is the coefficient vector for the single input x,
and β0 is a constant term.
For the linear regression model, as shown in (2),
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the minimum value and yielding the estimate

  1T TX X X Y
 
 , in which X is a matrix, and Y is the

response vector, where  1 2, , , nY y y y   .
Dependent variables in logistic regression can be

expressed in many forms, and if we move
0

T x  to one
side of the equation in (1), the expression can be expressed
by independent variables, as follows:
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Both sides of the equation take a logarithm at the same
time, as follows:

0ln
1
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. (4)

If the probability of an event happening is defined as
 1 ypp , the probability of the event not happening is

   0111  ypypp . We obtain the occurrence
ratio as

1
podds
p


 . (5)

Suppose that there are n corporate credit loan data,
 , 1,2, ,i ix y i n  , in which�� � ���t���t������� is a feature
vector of loan customers;

iy is a class label, where  1,0iy ;
Class 0 represents normal customers; and Class 1
represents abnormal customers.
The probability of each observed sample is given by

      1, 1| 1 1| ii yy
i i i i i ip y x p y x p y x


    . (6)

The maximum likelihood estimation method is used to
estimate the parameters, and the likelihood function is
given by

      1
1

1| 1 1| ii
n yy

i i i i
i

L p y x p y x




    . (7)

3.2. Global model: FedAvg
To construct the global model without sharing the data of

Bank A and Bank B, it is necessary to use a certain
algorithm to aggregate the two banks’ local models into a
more accurate global model. We use the FedAvg model, the
essence of which is to integrate and average the weights
trained by each client. For the specific algorithm, see
Algorithm 1.

D. Model evaluation index
To identify as many risky corporate loans as possible and

ensure prediction accuracy, the model evaluation
mechanisms are as follows:
1) Compare the recall rate of the model when the

accuracy rate of the model is close to but not less than 80%.
The higher the recall rate of the model is, the better the
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model performance is;
2) To factor in the precision rate and recall rate of the

classification model simultaneously, use the F1 score to
measure the effectiveness of the model. The F1 score can
be regarded as a weighted average of the model precision
and recall. Its maximum value is 1, and its minimum value
is 0. The larger the F1 score is, the better the model is.

Algorithm 1: Averaging for federated learning between
Bank A and Bank B
Server input: role: arbiter, work_mode: 1
Client i’s input: local labeled feature data A and B train
data, local step size η
Client-created data:

def var_data(x):
z (derived var) created by x

return z
Bank A create var:

extract wide table tableA from Bank A
varA = var_data (tableA)

Bank B create var:
extract wide table tableA from Bank B
varB = var_data (tableB)

Server executes:
initialize w0
for each round t = 1, 2, … do

m ← max(C · K, 1)
St ← (random set of m clients)
for each client tk S in parallel do

1
k
tw  Client Update t( ,w )k

1 1
1

k kk k
t t

k

nw w
n 




Client update(k, w, f): // Run on client k in [A, B], and f
in [varA, varB]

B (Split Pk into batches of size B)
for each local epoch i from 1 to E do

for batch b B do
),(-ww bw 

Return w to server

E. Experimental verification of federated modeling
5.1. Experiment I: “Special mention,” positive

samples only
Banks always classify loans into five categories:

standard, special mention, substandard, doubtful, and loss.
In this experiment, only loans classified as “special

mention” were selected as an abnormal positive sample.
The training set comprised the data of Bank A and Bank B
from January to May 2020, and the test set comprised the
data from the month of June in 2020. We compared the
results of local independent modeling, centralized modeling,
and federated learning modeling with the evaluation
standard of the recall rate, as shown in Fig. 2.
Under the condition of insufficient positive samples,

federated modeling was unsuccessful; the performances of
both centralized modeling and federated learning modeling
were far worse than that of local independent modeling.

Furthermore, the performances of centralized modeling and
federated learning modeling were relatively close in Bank
A, but could not be determined in Bank B because the
result was 0.
Based on Experiment I, Experiment II expanded the

positive sample data. While keeping all other conditions
unchanged, we expanded the abnormal class from “special
mention” to four statuses: “special mention,”
“substandard,” “doubtful,” and “loss.” The recall rates are
shown in Fig. 3, and the F1 scores are shown in Fig. 4.
Under the condition of sufficient positive samples, the

following conclusions can be drawn:

Fig. 2. Comparison of recall rates between BankA and Bank B

(Experiment I)

5.2. Experiment II: Expanding positive samples

Fig. 3. Comparison of recall rates between BankA and Bank B

(Experiment II)

Fig. 4. Comparison of F1 scores between Bank A and Bank B

(Experiment II)

1) From the perspective of recall rates, the performance
of both centralized modeling and federated learning
modeling is significantly improved, approaching but not
exceeding that of the local independent modeling. This
suggests that increasing the number of positive samples can
increase the success rate of federated learning modeling,
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although the modeling performance of federated learning is
not significantly better than that of local independent
modeling.
2) From the perspective of F1, the performance of both

centralized modeling and federated learning modeling is
also worse than that of local independent modeling.
3) Regardless of the recall rate or F1, the performance of

federated learning modeling and centralized modeling is
similar in both banks' data.
5.3. Experiment III: Test of data identically

distributed
The datasets of the two banks participating in federated

learning have different data structures and amounts of data,
which brings about fairness issues in federated learning.
For example, in the process of federated learning and
training, the model may be more biased toward banks with
larger data volumes. Therefore, it is challenging to explore
the impact of the differing data volumes and data structures
on the performance of the federated learning modeling
system in order to improve the fairness problem in the
framework.
Following the results of the experiments I and II, we

must further analyze the findings, knowing that the data are
not IID. Experiment III evaluated whether the data of two
banks accord with the same distribution by the antagonistic
verification method.
The antagonistic verification method is a common

method to test whether the datasets are distributed
identically. The experiment assumed that the data of two
parties were in different feature distribution spaces (0 and
1), and a classification model was constructed to
distinguish the data of two parties. If the area under the
curve (AUC) value output by the model was close to 1, the
distribution of the two datasets was different. If it was close
to 0.5, the data were identically distributed.
Procedure:
(1) A new label column marked as 0 was added for Bank

A data, and a new label column marked as 1 was added for
Bank B data;
(2) Marked data of Bank A and Bank B were merged

into a dataset, which was re-divided into a training set and a
test set;

Fig. 5. Experimental results of antagonistic verification

(3) The LR model was used to train on the training set
and test on the test set, with AUC as the judging standard.
If the AUC was around 0.5, the model could not distinguish
between the datasets of Bank A and Bank B. The larger the
AUC value, the easier it was to distinguish between the
datasets of Bank A and Bank B, and the larger the
distribution difference. The experimental results are shown

in Fig. 5.
The results show that the division values of distribution

areas between Bank A and Bank B are close to 1, which
shows that there is a significant difference in the data
distribution. As a control, the distribution division values of
each bank compared to itself are close to 0.5, indicating
that the data basically have the same distribution.
5.4. Experiment IV: Chi-square test to delete high
discrimination features
From the results of experiment III, we see a great

difference in data distribution among institutions; so, we
should consider using the Chi-square test to eliminate the
features with high discrimination.
The Chi-square test is a widely used nonparametric

hypothesis test method. It compares two or more sample
rates and analyzes the correlation between two categorical
variables. Assuming that the data of the two parties in the
experiment are in different feature distribution spaces (0
and 1), if the P value of the Chi-square test output is less
than 0.5, there is a strong correlation between features and
classification labels. This means that the feature is highly
differentiated.
The Chi-square test method was used to detect and delete

features of high discrimination in the data of Bank A and
Bank B, making the data on both sides more identically
distributed, and the antagonistic test method was used for
verification. The experimental results are shown in Fig. 6.
After the deletion of features of high discrimination, the

distribution division value between Bank A and Bank B is
close to 0.5, which indicates that the data of both parties are
closer to being IID.
The data of Bank A and Bank B, which are IID after data

processing, were next used for the federated modeling
experiment. The training set comprised Bank A and B’s
data from January to May 2020, and the test set comprised
the June 2020 data. The recall rates are shown in Fig. 7, and
the F1 scores are shown in Fig. 8.

Fig. 6. Antagonistic test results after deleting strong correlation features

5.5. Experiment V: Verification of federated modeling
performance
The experimental results show that the performance of

the centralized modeling and federated learning modeling
of the Bank A test set is only slightly different from that of
the local independent modeling. The performance of
centralized modeling and federated learning modeling of
the Bank B test set is better than that of local independent
modeling (recall rates increased by 14%, from 0.779 to
0.889, and F1 increased by 7.9%, from 0.865 to 0.933), and
the performance of centralized modeling is close to that of
federated learning modeling. The experimental results show
that the application framework and method can

Engineering Letters, 31:1, EL_31_1_28

Volume 31, Issue 1: March 2023

 
______________________________________________________________________________________ 



significantly improve the performance of the financial
credit risk management of small banks with fewer data
samples.

Fig. 7. Comparison of recall rates between Bank A and Bank B
(Experiment V)

Fig. 8. Comparison of F1 scores between BankA and Bank B

(Experiment V)

V.CONCLUSION
This study has found that the application of federated

learning can effectively solve the data-sharing problem of
financial institutions. Making full use of the data of
different institutions for federated learning modeling is
beneficial to small and medium banks and other institutions
with insufficient data samples. To combat the data’s
non-IID features, we used the Chi-square test method to
detect and delete the features with a high degree of
discrimination in the data of each institution. This creates a
more identically distributed dataset, allowing for ideal
modeling performance. Applying this achievement to the
field of financial credit can help financial institutions,
especially smaller banks, solve data problems, share data,
improve the identification of risky loans or credit card fraud
[35], and solve the problem of data silos in the financial
industry.
The methods in this study still have the issue of

insufficient data features. In the future, we will continue to
research the combined application of federated learning and
modeling to address this problem. For all training samples,
augmented feature vectors with additional features are
constructed from the knowledge graph. For example, based
on the original feature vector of the sample x, the graph
features in the sample points are additionally extracted in
addition to the existing features, such as how many of the
sample points are overdue three times, as well as the
frequency of nighttime transactions, forming an enhanced
feature containing additional features. Next, these enhanced
feature vectors are used to train a classifier. The classifier

trained based on the enhanced feature not only predicts the
classification result based on the original feature but also
adds the feature vector to eliminate the correlation of the
sample data, thus solving the non-IID problem more
effectively.
Finally, we believe that blockchain is a promising future

research direction to improve data sharing security when
used in combination with federated learning [36].
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