
 

 
Abstract—Today, closed-circuit television (CCTV) is widely 

used in various fields. If authorized by law, CCTV can be used 
to identify drug users in public places or specific areas. It can 
estimate the drug population and determine the hot spots of 
drug proliferation to comprehend and control the overall drug 
situation in a region. Based on the GoogLeNet network of deep 
learning, this work integrated image processing, face detection, 
data augmentation, and transfer learning to establish a special 
face image recognition framework that could differentiate drug 
users from nonusers. The facial database with drug addicts and 
nonaddicts used in the experiment was obtained from the 
Internet, face benchmarks, and police agencies. This facial 
database was diverse and included different genders, ages, and 
races. The experimental results showed that the model accuracy 
in this study reached 87.14%, implying that the model could 
learn the low-dimensional facial discrimination features of drug 
addicts. The three classification performances, precision, recall, 
and F1-score reached 87.32%, also representing a good overall 
classification performance of the model. In addition, we also 
confirmed that adjusting the activation function and the 
dropout probability could further optimize the model’s 
performance. 
 

Index Terms—Closed-Circuit Television (CCTV), deep 
learning, data augmentation, transfer learning, feature 
classification 
 

I. INTRODUCTION 

n recent years, the number of closed-circuit televisions 
(CCTVs) in private areas (stores, banks) and public areas 
(stations, public roads) has continually increased. Using 
the videos and photos of different crimes captured by the 

CCTVs to conduct facial image comparisons has been 
gradually brought to the forefront of crime investigations and 
judicial scenes. CCTV footages help us to maintain social 
security, such as assistance in finding missing elderly and 
children, finding perpetrators of violence in public places, 
investigating contacts during disease control, and hunting 
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down wanted criminals [1-3]. Under the authority of the law, 
CCTV is used to identify drug abusers in public places or in 
certain designated areas to estimate the number of drug users, 
determine the hot spots of drug abuse, and assist police in 
pursuing drug sources. This helps in grasping and controlling 
the overall drug situation in an area, and provides a new way 
of cross-domain drug law enforcement and governance. 

In Fig. 1, the catastrophic effects of drug abuse on human 
health are obvious, and over time, the chemicals in the drugs 
(methamphetamine, cocaine, heroin, ecstasy, cannabis, or 
painkillers, etc.) can cause a serious damage to various parts 
of the human body, especially the facial appearance led by 
the loss of facial collagen, fat, muscle loss, and tooth 
deterioration, further resulting in skin wrinkles, loss of 
elasticity, depression, redness, and rash [4], etc. 

 

 

 

Fig. 1. Facial features of drug addiction. 

II. RELATED WORK 

Over the past few years, the convolutional neural network 
(CNN) of deep learning has been widely regarded as a 
reliable method for object detection and classification. 
Especially the various winning trainers proposed in 
ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC) [5] over the years, such as AlexNet [6], ZFNet [7], 
VGGNet [8], GoogLeNet [9], ResNet, SENet [10]. These 
trainers have continuously reduced the error rate and have 
also brought about a wave of applications in various research 
fields. 

A. Deep Learning Models for Face Recognition 

As mentioned above, great progress has been made in face 
recognition. And among these trainers, GoogLeNet and 
ResNet have better accuracy [11], but the complexity of the 
ResNet model is much higher than that of GoogLeNet. Based 
on this, we will conduct this research on the basis of 
GoogLeNet. 

GoogLeNet is a deep and wide deep learning architecture 
proposed by Christian Szegedy [9]. As shown in Table I, the 
GoogLeNet architecture consists of 22 layers, the input data 
size is 224×224×3, and the final output can predict 1,000 
categories. 
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TABLE I 
THE ARCHITECTURE OF THE GOOGLENET 

Type 
Filter 

size/stride 
Output size Depth #Params

Convolution 7×7/2 112×112×64 1 2.7K 

Max pooling 3×3/2 56×56×64 0  

Convolution 3×3/1 56×56×192 2 112K 

Max pooling 3×3/2 28×28×192 0  

Inception (3a)  28×28×256 2 159K 

Inception (3b)  28×28×480 2 480K 

Max pooling 3×3/2 14×14×480 0  

Inception (4a)  14×14×512 2 364K 

Inception (4b)  14×14×512 2 437K 

Inception (4c)  14×14×512 2 463K 

Inception (4d)  14×14×528 2 580K 

Inception (4e)  14×14×832 2 840K 

Max pooling 3×3/2 7×7×832 0  

Inception  7×7×832 2 1,072K

Inception  7×7×1,024 2 1,388K

Avg pooling 7×7/1 1×1×1,024 0  

Dropout (40%)  1×1×1,024 0  

Fully connection  1×1×10,575 1 1,000K

Softmax  1×1×10,575 0  

Classification 
output 

    

 
The main features of GoogLeNet include the following: 

1) the introduction of nine inception module structures to 
fuse feature information of different scales, as shown in 
Fig. 2. First, perform a 1×1 convolution operation on the 
previous layer feature maps to reduce the number of 
channels (dimensionality reduction) and reduce training 
parameters. Then use different sizes of convolution 
kernels for convolution operations. Finally, merge all 
channel feature maps. 

 

 

Fig. 2. Inception module with dimension reductions. 

 
2) Two auxiliary classifiers are added to help training to 

prevent vanishing gradient in the network structure, as 
shown in Fig. 3. The auxiliary classifier performs a 
softmax operation on the output of the Inception (4a) and 
Inception (4d) modules, and then calculates the auxiliary 
loss. Finally, the weighted sum of the auxiliary loss and 
the real loss is equal to the total loss. In addition, the 
auxiliary loss is only used for training, not for testing. 

3) The average pooling layer is used instead of the fully 
connected layer, which greatly reduces the amount of 
model parameters. 

 

Fig. 3. The architecture of auxiliary classifier. 

 

B. Activation Functions 

 The function of the activation function is to be able to add 
some non-linear factors to the neural network, so that the 
neural network can better solve more complex problems. 
Activation functions can be divided into two categories, 
saturated and non-saturated [12]. Saturated activation 
functions are commonly used in Sigmoid and Tanh, and 
non-saturated activation functions are commonly used in 
ReLU, Leaky ReLU, PReLU, RReLU, Maxout, ELU, 
Clipped ReLU etc. The advantage of saturation activation 
function is to squash the input between two fixed values, 
which means that it can be used as a good classifier. However, 
the saturated activation function has the disadvantage of 
vanishing gradient problem. Moreover, the advantage of the 
non-saturated activation function is that it can kill the 
gradient, thereby solving the vanishing gradient problem.  

 
Sigmoid. The Sigmoid activation function [13] takes real 
values and squashes them to a range between 0 and 1. The 
Sigmoid is given by 

𝑓ሺ𝑥ሻ ൌ
1

ሺ1  𝑒𝑥𝑝ି௫ሻ
 . (1) 

ReLU. Rectified Linear Units (ReLU) [14] performs a 
threshold operation on each input value, where values less 
than zero are set to zero, and values greater than zero 
maintain the original input value, so the ReLU function is as 
follows: 

𝑓ሺ𝑥ሻ ൌ 𝑚𝑎𝑥ሺ0, 𝑥ሻ ൌ ൜
𝑥, 𝑖𝑓 𝑥  0
0, 𝑖𝑓 𝑥 ൏ 0 . (2) 

Leaky ReLU. ReLU sets all negative values to zero, whereas 
Leaky ReLU [15] assigns a fixed non-zero slope a (Normally, 
a=0.01) to all negative values. Thus the Leaky ReLU is 
computed as 

𝑓ሺ𝑥ሻ ൌ 𝑎𝑥  𝑥 ൌ ൜
𝑥, 𝑖𝑓 𝑥  0

𝑎𝑥, 𝑖𝑓 𝑥  0 . (3)

ELU. Exponential Linear Units (ELU) [16] has a small slope 
for negative values like the leaked ReLU. It uses curves 
instead of straight lines to smooth the gradient near the origin. 
They are both in functional form as follows: 

𝑓ሺ𝑥ሻ ൌ ൜
𝑥, 𝑖𝑓 𝑥  0

𝑎 𝑒𝑥𝑝ሺ𝑥ሻ െ 1, 𝑖𝑓 𝑥  0
 , (4)

where a is a constant value initialized to 1. Another, the 
derivative of ELU equation is given by 

𝑓′ሺ𝑥ሻ ൌ ൜
1, 𝑖𝑓 𝑥  0

𝑓ሺ𝑥ሻ  𝑎, 𝑖𝑓 𝑥  0
 . (5) 
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Clipped ReLU. To prevent the output from becoming too 
large, Clipped ReLU [17] sets any input value less than zero 
to zero, and any value higher than the clipping ceiling 
(Normally, ceiling=10) is set to that clipping ceiling. 

𝑓ሺ𝑥ሻ ൌ ቐ
0, 𝑖𝑓 𝑥 ൏ 0
𝑥, 𝑖𝑓 0  𝑥 ൏ 𝑐𝑒𝑖𝑙𝑖𝑛𝑔

𝑐𝑒𝑖𝑙𝑖𝑛𝑔, 𝑖𝑓 𝑥  𝑐𝑒𝑖𝑙𝑖𝑛𝑔
 . (6) 

In addition, researchers can still look for other better 
features to help neural networks converge faster or perform 
better. 

C. Loss Function 

The loss function can optimize the parameters of the neural 
network. Calculate the loss value between the predicted label 
and the real label through a neural network. Then, the 
gradient descent method is used to optimize the weights of 
the network until the loss is minimal. In this paper, the 
following cross-entropy equation is used to make 
convergence faster when approaching accurate classification 
[18]. 

Cross-entropy=െ
ଵ

ே
∑ ∑ 𝑡, log ሺ𝑝,ሻ

ୀଵ
ே
ୀଵ , (7)

where 
N: number of samples, 
k: number of classes (k=2, drug and non-drug two classes), 
log: natural logarithm, 
ti,c: a binary indicator (0 or 1), 1 if sample i is in class c and 0 

otherwise, 
pi,c: the predicted probability that sample i is in class c. 

The ideal cross entropy value is 0, but the experiment is set 
to be less than 10-4 or epoch up to 6 times to stop training. 

III. PROPOSED CLASSIFICATION FRAMEWORK 

The task of this study is defined as the classification of face 
images of drug users and non-drug users. Therefore, we 
employ face detection, GoogLeNet, and transfer learning 
technology to establish a basic framework, as shown in Fig. 4. 
The details about important steps of the proposed framework 
are given in the following subsections. 
 

 

Fig. 4. The overall framework for the proposed classification system. 

 

A. Face Detection And Extraction 

The Viola-Jones algorithm [19] is an effective and fast face 
detection method. This research uses it to perform Haar 
feature selection, create integral images, Adaboost training, 

and cascade classifier steps, then extract frontal face images 
of drug users and non-drug users. 

B. Data Augmentation 

The number and imbalance of experimental samples are 
highly correlated with the accuracy of deep learning [20-21]. 
Therefore, in order to improve the accuracy, this study used 
data augmentation to increase the number of training samples. 
The data augmentation methods for face recognition are 
divided into two categories, generic and face specific 
transformation [22]. The former includes: (1) Geometric 
transformation: translation, rotation, scaling, mirroring, 
flipping, reflection, cropping, padding, perspective 
transformation; (2) Photometric Transformation: noise 
adding, contrast adjustment, color jittering, grayscaling, 
filtering, lighting perturbation, vignetting effect, random 
erasing. The latter includes: (1) Component transformation: 
hairstyle, makeup, accessory; (2) Attribute transformation: 
pose, expression, age. 

In this work, the collected drug and non-drug face images 
conduct data augmentation of generic transformation, which 
commonly use include horizontal/vertical flip, translation, 
rotation, scale, brightness, blur, and shearing transformation 
to enlarge training image database. The seven 
transformations are described as follows: 
Horizontal/Vertical flip: Mirror the image along the center 
vertical/horizontal line. 
Translation: To move the image in the X or Y direction (or 
both), which can indicate everywhere in the image. 
Rotation: Rotate the image at different angles clockwise or 
counterclockwise. 
Scale: Resize the image outward or inward. When facing 
outward, the image size is enlarged, and when facing inward, 
the image size is reduced. 
Brightness: Adjust the lightness and darkness of the image. 
Blur: Using blurred images may result in higher resistance to 
motion blur during testing. Commonly used are Gaussian, 
average and median.  
Shearing transformation: Moves each point horizontally or 
vertically by an amount proportional to its coordinates. 

The drug and non-drug training datasets mentioned in the 
previous section will perform data augmentation. First, the 
two training datasets with a total of 1,470 face images will be 
flipped vertically, and 2,940 will be obtained. These images 
are then subjected to six types of data augmentation, 
including translation, rotation, scale, brightness, blur, and 
shearing transformation, and each type extends 4 images. 
Finally, a total of 70,560 face images in the drug and 
non-drug datasets were used in the experiment. Table II 
shows the appropriate parameter values for the six data 
augmentations. 
 

TABLE II 
LIST OF DATA AUGMENTATION PARAMETERS 

Data  
augmentation

Parameter description 
#obtained 

images 

translation 
10% displacement of image size in 
4 directions up, down, left, and 
right 

4 

rotation 
rotate 10, 20 degrees clockwise and 
counterclockwise, respectively 

4 

scale scale factor 0.8, 0.9, 1.1, 1.2 4 

Transfer learning 

Pre-trained 
GoogLeNet 

Replace 
layers 

Network 
training 

Trained 
network 

Data 
augmentation 

Testing 
image 

Face detection 
and extraction  

Performance
measurements

Training 
image 

Face detection 
and extraction  
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brightness 
brighten 10%, 20%, and darken 
10%, 20% 

4 

blur 

Gaussian filter with standard 
deviation σ = 0.5, 1; motion blur 
with angle θ=00, 100 and 
corresponding length L=5 pixels 

4 

shearing 
transformation 

horizontal and vertical shearing 
with shear factor m=-0.5 and 0.5, 
respectively 

4 

 

C. Transfer Learning 

Transfer learning is a technique that uses an existing 
learning model to solve another new task. It only requires 
minimal retraining and avoids the complexity and time 
consuming of restarting the training model [23]. It is suitable 
for situations with insufficient training data or large-scale 
data collection and labeling. According to [11], it is pointed 
out that GoogLeNet [9] and ResNet [24] have better accuracy 
of face recognition, but the complexity of ResNet model is 
much higher than that of GoogLeNet. Based on this, we use 
GoogLeNet as the basis for transfer learning. 

First load the Pre-trained GoogLeNet, and then we modify 
his last three layers, while the parameter values of other 
layers are fixed. As shown in Table III, the fully connected 
(FC) layer in the original GoogLeNet has been deleted. 
Instead, a new FC layer with two output sizes is inserted. The 
FC layer is followed by the softmax layer, and the last layer is 
replaced with two classes of output. 
 

TABLE III 
THE REPLACED LAYERS OF GOOGLENET BY TRANSFER 

LEARNING 
No. of 
layers 

Original Replaced 

142 Fully connected layer (1,000 
nodes) with pre-trained 
weights and biases 

Fully connected layer (2 
nodes) with random 
initialization 

143 Softmax layer Softmax layer 

144 Classification layer (1,000 
classes) 

Classification layer (2 
classes: drug and non-drug) 

 

IV. EXPERIMENTAL EVALUATION 

A. Experimental Settings 

Finally, the experiment was implemented in Matlab 
R2021a programming based on Windows 10 (x64) operating 
system, and was run on a PC-based machine with an Intel 
Core i5-6500 CPU, 3.2GHz, and 8G RAM. 

B. Databases 

We collected face images from the Internet and police 
agencies' databases to build two datasets of non-drug 
addiction and drug addiction. These two datasets are shown 
in Table IV, while detailed descriptions as below. 

 
Drug Addiction Dataset  

This database collects 520 images of drug addiction from 
the Internet, all of which are Western faces. Another 530 
images of the police agency database, all of which are 
Oriental faces. A total of 1,050 of the above two, which 

include men and women different genders, as well as young 
and mature. 

 
Non-drug Addiction Dataset 

In order to increase the diversity of research data, such as 
different datasets, gender, age, and ethnicity. We collected 
three matching still image face datasets, including 
VGGFace2 [25], CAFR [26] and MORPH Album 2 [27]. 
VGGFace2 is a large-scale face recognition dataset with 3.31 
million images of 9,131 people. The images were 
downloaded from Google Image Search, and meet the 
cross-age, different-racial face images required for this article. 
Cross-Age Face Recognition (CAFR) benchmark dataset, 
which mainly provides research on age-invariant face 
recognition. It contains 1,446,500 facial images from 25,000 
subjects and is annotated with age, identity, gender, ethnicity 
and landmark labels. And, MORPH Album 2 contains 78,207 
facial images of 20,569 subjects, spans 5 years, and ranges in 
age from 16 to 77. 

Due to the large difference in the sample numbers of drug 
addiction and non-drug addiction databases, this binary 
classification of imbalanced data will cause distortion of the 
evaluation indicators [28]. Therefore, the experimental 
database randomly sampled a total of 1,050 images from 
VGGFace2, CAFR, and MORPH Album 2 with different 
people, and divided the gender, east and west, young and 
mature in half. 

 
TABLE IV 

AN OVERVIEW OF DRUG ADDICTION AND NON-DRUG 
ADDICTION DATASETS 

Dataset
Source of 
collection

#images #total Description 

Drug 
addiction

Internet 520 
1050 

Including Eastern and 
Western face images of 
different genders, as well as 
young and mature. 

Police 
agency 

530 

Non-drug 
addiction

VGGFace2 - 

1050 

Face images were randomly 
selected from the three face 
databases, and divided into 
two halves by gender, 
eastern and western, young 
and mature. 

CAFR - 

MORPH 
Album 2

- 

 

C. Evaluation Indicators 

We employ two common evaluation indicators accuracy 
and F1-score to evaluate the performance of our proposed 
model. Fig. 5 shows that the calculation method is based on 
the following four basic definitions of the confusion matrix: 
TP: For a positive (P) sample, if the prediction is also true 
(T). 
TN: For a negative (N) sample, if the prediction is also true 
(T). 
FP: For a positive (P) sample, if the prediction is false (F). 
FN: For a negative (N) sample, if the prediction is false (F). 
 

 
Predicted class 

Positive Negative 

True 
class 

Positive 
TP 

(True positive) 
FN 

(False negative) 

Negative
FP 

(False positive) 
TN 

(True negative) 

Fig. 5. The confusion matrix structure for binary classification. 
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Therefore, the accuracy is the ratio of the number of 
correct recognitions to the total number of samples. 

Accuracy ൌ
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝐹𝑃  𝑇𝑁  𝐹𝑁
 (8) 

In addition to using accuracy to evaluate overall 
effectiveness, we also use precision, recall, and F1-score. The 
precision is the ratio of correctly recognized positive values 
to the total number of recognized positive values, and the 
recall (same as sensitivity or True Positive Rate) is the ratio 
of correctly recognized positive values to the number of 
actual positive values, whereas F1-score might be a better 
measure to use if we need to seek a balance between precision 
and recall. The above three indexes can be described using 
the following equation: 

Precision ൌ
𝑇𝑃

𝑇𝑃  𝐹𝑃
 (9) 

Recall ൌ
𝑇𝑃

𝑇𝑃  𝐹𝑁
 (10)

F1-score ൌ
2 ൈ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൈ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 (11)

 

D. Validation 

The purpose of validation is to confirm the performance of 
the proposed model, and the number of samples determines 
the validation method. Since this study has used data 
augmentation to increase the number of face images in the 
database, the experiment will employ hold-out as a validation 
method. So 70% of the samples is used for training and the 
remaining 30% is used for testing. 

 

E. Experimental Results 

Performance Comparison of Different Face Recognition 
Models 

To evaluate the effectiveness of the proposed method, we 
compared the performance of GoogLeNet with different 
classifiers based on transfer learning. In addition to the six 
well-known deep neural network classifiers, AlexNet, 
VGGNet16, VGGNet19, ResNet18, ResNet50, and 
ResNet101, six state-of-the-art neural network classifiers 
were also used, including Inception-v3 [29], 
Inception-ResNet-v2 [30], Xception [31], DenseNet201 [32], 
MobileNetV2 [33], and ShuffleNet [34]. In Table V, the 
numerical results of the model’s verification performance led 
us to draw the following conclusions: 
1) GoogLeNet showed the best accuracy (87.14%) among 

the 11 selected methods. The accuracy results indicated 
the low-dimensional discriminative features learned by 
the GoogLeNet model, suitable for the facial recognition 
of drug addicts. Subsequently, transfer learning was 
performed to obtain a more refined classification model, 
thereby obtaining better recognition performance. 

2) The other three classification performances of the 
GoogLeNet model were also high, with the precision of 
86.11%, the recall of 88.57%, and the F1-score of 
87.32%. This demonstrated that GoogLeNet model 
showed the best overall classification performance 

among all selected models, considering the accuracy and 
the recall of the classification model. The final 
comparison is shown in Fig. 6. 

3) Neural network deepening can also improve the model 
performance. Since deeper models have better nonlinear 
expression capabilities, they can learn more complex 
transformations to fit intricate feature inputs. However, 
if a neural network is too deep, it may overfit and reduce 
a model’s performance, such as Inception-ResNet-v2, 
DenseNet201 model. 

 
TABLE V 

PERFORMANCE OF FACE RECOGNITION FOR DRUG ADDICTION 
USERS AND NON-DRUG USERS 

 Model #Layers
Measure (%) 

Accuracy Precision Recall F1-Score

AlexNet 8 74.42 72.41 60.00 65.63 

VGGNet16 16 74.42 69.70 65.71 67.65 

VGGNet19 19 73.26 80.00 45.71 58.18 

ResNet18 18 80.23 78.13 71.43 74.63 

ResNet50 50 77.91 71.05 77.14 73.97 

ResNet101 101 83.72 81.82 77.14 79.41 

GoogLeNet 22 87.14 86.11 88.57 87.32 

Inception-v3 48 76.74 72.73 68.57 70.59 
Inception- 
ResNet-v2 

164 70.93 64.71 62.86 63.77 

Xception 71 75.58 69.44 71.43 70.42 
DenseNet201 201 79.07 79.31 65.71 71.88 
MobileNetV2 28 77.91 76.67 65.71 70.77 
ShuffleNet 50 74.42 65.85 77.14 71.05 

 

 
Fig. 6. Comparison results. 

 
In this study, a total of 630 face images were used for 

testing, and the confusion matrix obtained for the test face 
images is shown in Fig. 7.  
 

True 
Class

drug 279 36 

 

88.6% 11.4%

non-drug 45 270 

 

85.7% 14.3%

       

  86.1% 88.2%    

  13.9% 11.8%    

  
drug non-drug 

   

  Predicted Class    

Fig. 7. Confusion matrix of GoogLeNet on the Drug Addiction Dataset. 
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As shown in the first column of the confusion matrix, the 
GoogLeNet with transfer learning model classifies 279 of the 
324 drug addiction users images as True (True Positive, TP), 
and 45 images as False (False Positive, FP). In second 
column, the model classifies 270 images from non-drug 
users' pictures as True Negative (TN), and classifies 36 as 
false (False Negative, FN). 

In addition, three better performance ROC (Receiver 
Operating Characteristic) curves are shown in Fig. 8, the 
vertical axis is True Positive Rate (=TP/(TP+FN)), the 
horizontal axis is False Positive Rate (=FP/(FP+TN)), i.e. the 
proportion of incorrect predictions in positive class), and the 
curve appears to be closer to the upper left. And the AUC 
(Area Under the Curve) value is the highest at 0.87, which 
means that the GoogLeNet has good discrimination for face 
recognition of drug addicts. 

At the same time, we also observed testing samples with 
incorrect judgments and found that most of these testing 
samples belonged to non-methamphetamine addicts. It means 
that the long-term abuse of different drugs has different 
effects on the appearance of the face. Methamphetamine 
drugs have the most serious damage to the appearance of 
drug users. 
 

 

Fig. 8. ROC curve of the top 3 highest AUC values on the Drug Addiction 
Dataset. 

 
Visualization of the Classification Results 

The classification results of the best GoogLeNet are 
visualized (see Fig. 9). Fig. 9(a) Row 1 shows that the 
samples were actually non-drug users, were predicted to be 
non-drug users, and that all test samples of non-drug users 
were correctly classified. The samples in Row 2 are actually 
drug addicts and are predicted to be drug addicts as well. Fig. 
9(b) also shows some misclassified examples, which are 
actually not easily judged by experts.  

 

(a) 

(b) 

Fig. 9. Examples of classification results: (a) Correct classification, (b) 
Misclassification. 

The reason for this is that the drug users in the photos are 
not long-term drug users, so there are no obvious wrinkles, 
loss of elasticity, sunken cheeks, redness, rashes in 
appearance. Or someone who isn't a drug addict but is 
misjudged because of facial scars, pimples, dirt. 

 
Performance Comparison of Different Activation Functions 

The actiation function can introduce nonlinearity into the 
deep neural network model, and will significantly affect the 
performance of the model. However, saturated activation 
functions such as Sigmoid and Tanh have the vanishing 
gradient problem, so they have been gradually abandoned. 
Currently, most studies tend to use non-saturated activation 
functions. This work uses the GoogLeNet model with the 
best classification performance as the experimental object. 
The default activation function of the GoogLeNet model is 
ReLU, and then it is replaced by LeakyReLU, ELU, and 
Clipped ReLU to test separately. Table VI shows the 
experimental results of the above four activation functions, 
including accuracy and macro-average F1-Score. Among 
them, the ReLU activation function still performed best, with 
accuracy of 87.14% and F1-score of 87.32%. It is undeniable 
that although Leaky ReLU and Clipped ReLU can manually 
adjust parameter values to achieve better results, their 
performance still cannot surpass ReLU. 

 
TABLE VI 

CLASSIFICATION RESULTS OF GOOGLENET WITH DIFFERENT 
ACTIVATION FUNCTIONS. 

Activation Parameter Accuracy (%) F1-Sore (%) 

ReLU - 87.14 87.32 
Leaky ReLU a=0.1 

a=0.01 
a=0.05 

77.91 
80.23 
80.23 

76.54 
76.06 
78.48 

ELU - 76.74 71.43 
Clipped ReLU ceiling=10 

ceiling=15 
ceiling=20 

76.74 
74.42 
80.23 

71.43 
71.79 
77.92 

 
Fine-tune the Probability of Dropout to Improve 
Performance 

Dropout was first proposed in the AlexNet neural network. 
It randomly turns off (does not update the weights) some 
hidden neuron connections at the specified ratio, which will 
effectively reduce the overfitting problem [35]. GoogLeNet 
also introduces a dropout layer before the fully connected 
layer, and turns off 40% of hidden neuron connections by 
default to improve performance. Therefore, this study 
fine-tuned the dropout probability and found that the better 
accuracy is at a probability of 0.45, which is a slight increase 
of 0.88% compared to the default dropout probability of 0.4, 
as shown in Table VII. 
 

TABLE VII 
CLASSIFICATION PERFORMANCE OF GOOGLENET WITH 
DIFFERENT DROPOUT PROBABILITY. 

 Without 
dropout 

Dropout probability 
 0.3 0.35 0.4 0.45 
Accuracy (%) 79.07 75.58 80.23 86.05 87.91

  0.5 0.55 0.6  
  81.40 79.07 77.91  
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V. CONCLUSION 

Deep convolutional neural networks have excellent 
performance in solving image classification and recognition 
problems. In this paper, we combine face detection, 
GoogLeNet, data augmentation, and transfer learning 
technology to establish a special facial image recognition 
framework that can differentiate drug users from non-drug 
users to expand the applications of CCTV in regulating the 
overall drug situation. The results show that the model in this 
study has a high classification accuracy of 87.14%, and its 
overall classification performance reached 87.32%. In 
addition, adjusting the activation function and the dropout 
probability can further optimize the model’s performance. In 
the next stage of research, our work will focus on fusing the 
facial blob features of drug addicts into this model to further 
improve its recognition accuracy. 
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