
 

  

Abstract—Target-Oriented Opinion Words Extraction 

(TOWE) is a challenging sequence extraction task aimed at 

extracting opinion words corresponding to the opinion targets 

for a given sentence. Enhancing the performance of TOWE 

requires careful consideration of the semantic information 

within the sentence, particularly in relation to the opinion 

words and opinion targets. Although utilizing graph convolu-

tional operations on the syntactic dependency tree allows for 

the utilization of syntactic dependency information, these oper-

ations do not effectively balance the degree of dependency on 

syntactic parsing results. This paper proposes an Attention 

Feature Fusion Graph Convolutional Network (AFFGCN) to 

address the issue. The proposed method enriches the feature 

representation of nodes through Graph Convolutional Net-

works (GCN) and captures the sequence features of the sen-

tence using a Bi-LSTM. The Global Feature-aware Attention 

Module (GFA) guides the model to learn the global feature 

representation of the sentence to determine the absolute im-

portance of a single word in the sentence. The Neighborhood-

aware Attention in Feature Fusion Encoding Module (FFE) 

fully considers the syntactic structure of sentences to construct 

a high-quality syntactic perception representation. The exper-

imental results demonstrate the effectiveness of our proposed 

method. The performance of AFFGCN is comparable to or 

even better than the state-of-the-art TOWE baseline models. 

 
Index Terms—Graph convolutional network, Target-

oriented Opinion Words Extraction, Syntactic dependency tree, 

Attention feature fusion 
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I. INTRODUCTION 

arget-oriented Opinion Word Extraction (TOWE) is a 

specific subtask within the broader field of aspect-based 

sentiment analysis (ABSA). When analyzing review infor-

mation, TOWE can identify fine-grained opinion infor-

mation[1], positively impacting the development of various 

downstream tasks, such as sentiment classification and text 

mining. Therefore, TOWE has garnered significant attention 

in recent research. The goal of TOWE is to extract opinion 

words from a given sentence that align with the correspond-

ing opinion targets. Opinion targets can also be referred to 

as attribute terms, and opinion words can also be referred to 

as sentiment terms. As shown in Figure 1, in the review text 

"The price is reasonable although the service is poor", 

"price" and "service" are two opinion targets. The objective 

of TOWE is to identify the sentiment term "reasonable" as 

the opinion word for "price", and the sentiment term "poor" 

as the opinion word for "service". 

The TOWE task presents significant challenges due to the 

presence of multiple opinion targets and opinion words 

within a single comment. Additionally, opinion targets may 

have multiple representations. Early explorations used man-

ually designed rules or templates[2] to accomplish this task. 

However, previous methods did not yield satisfactory results 

due to the complexity and non-standard nature of comment 

text data. Fan et al.[3] formally proposed the TOWE task, 

categorized it as a sequence labelling task. As shown in Fig-

ure 1, syntactic dependencies can serve as a shortcut for 

connecting target words and opinion words. Syntactic de-

pendency information can help the model filter out irrele-

vant opinion words[4] for sentences containing multiple 

target-opinion pairs. Some works convert syntactic depend-

ency trees into graph data structures, utilizing Graph Convo-

lutional Networks to capture syntactic information[5, 6]. 

Many methods attempt to inject target information into sen-

tence representations. Wu et al.[7] introduced position em-

beddings for target information, and Jiang et al.[5] intro-

duced label embeddings for targets, both achieving good 

results. 

However, the limitation of these techniques is that they do 

not fully exploit information about grammatical structure 

and semantics. In this paper, we propose a novel Attention 

Feature Fusion Graph Convolutional Network. During the 

training process, AFFGCN considers both local context in-

formation and global semantic information. Specifically, we 

use a processor to obtain the grammatical dependency tree 
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of the sentence and construct graph data based on the de-

pendency tree. Next, we utilize AFFGCN to encode the 

graph data and extract syntactic information features. Final-

ly, we capture sequence information from the data by feed-

ing the syntactic information into Bi-LSTM. We evaluated 

AFFGCN model on four benchmark datasets and conducted 

numerous experiments, demonstrating its superiority over 

baseline models. Remarkably, even when utilizing only 

global features, our model achieves comparable or superior 

performance compared to state-of-the-art models. Adding 

local context features further enhanced the performance of 

the model. The effectiveness of each model component has 

been proven through extensive experiments and studies. 

The major contributions of this work are as follows: 

1) We propose a method of attention feature fusion to 

capture both local context information and global feature 

information, enabling our model to learn both syntactic and 

semantic information. 

2) We have conducted extensive experiments on 

benchmark datasets, and the results demonstrate that our 

model surpasses various baseline methods. 

II. BACKGROUND AND RELATED WORK 

A. Target-oriented Opinion Words Extraction 

Target-oriented Opinion Words Extraction is a develop-

ing aspect of Aspect-Based Sentiment Analysis[8]. Early 

research tackled the extraction of target words and opinion 

words separately[9], including rule-based methods and topic 

modelling[10]. Yin et al.[11] learned distributed representa-

tions and dependency features of words in an unsupervised 

framework and used conditional random fields for target 

word extraction. Xu et al.[5] adopted a graph neural network 

with dual embedding for target word extraction. Some 

methods use variants of recurrent neural networks to model 

sentence representations[12, 13] and achieve promising per-

formance. 

Although these methods have achieved certain results, 

they are unable to extract the corresponding relationship 

between target words and opinion words. Wang et al.[14] 

explored the combined extraction of target words and opin-

ion words. They designed a multi-layer attention network 

that Bidirectionally propagates target and opinion infor-

mation through interactive learning of a pair of attentions, 

achieving significant effects. The TOWE task was initially 

suggested by Fan et al.[3], who also labeled the dataset and 

they designed a target fusion model for it. Wu et al.[7] es-

tablished a latent opinion transfer network, achieving im-

proved performance by transferring opinion information 

from expansive sentiment classification datasets to the re-

source-limited TOWE task. However, these methods cannot 

fully exploit dependency information[15]. Some studies 

propose to combine dependency trees with neural networks, 

allowing the model to learn word representations and pre-

serve dependency information[16, 17]. Using Graph Convo-

lutional Networks on syntactic dependency trees is a prom-

ising trend. 

B. Graph Convolutional Networks 

Graph Convolutional Networks are a type of neural net-

works that can effectively process graph data. GCN has 

achieved outstanding results in various, including chemistry, 

recommendation systems, and social networks. GCNs and 

their variations have been extensively used in ABSA tasks. 

Veyseh et al.[18] attempted to incorporate syntactic struc-

ture into their model. To learn syntactic dependencies, Zhou 

et al.[5] proposed a model built on graph neural networks 

and adversarial training. It is worth mentioning that giving 

equal weights to every node in the graph is unreasonable for 

real-world data[19]. Recent works have attempted to resolve 

this problem through the attention mechanism. Li et al.[6] 

designed a dual Graph Convolutional Network to learn the 

correlation between syntactic structure and semantics. Jiang 

et al.[5] proposed a distance-aware attention mechanism to 

improve R-GCNs and fully utilize syntactic information on 

the dependency graph. However, dependency parsing results 

can be inaccurate, and previous works overly rely on de-

pendency information, lacking effective mechanisms to dis-

tinguish important features. 

Inspired by previous work, we propose an innovative At-

tention Feature Fusion Graph Convolutional Network. Our 

method utilizes a global feature-aware attention mechanism 

to learn the global structure and feature information of the 

given graph, while the Neighborhood-aware Attention in 

Feature Fusion Encoding Module recognizes relationships 

between two nodes in the graph that are distant but have 

similar or adjacent features and structures. By fusing global 

features, local features, and relationship types between 

nodes, our method effectively incorporates syntactic de-

pendency information into the node encoding process. 

III. PROPOSED MODEL 

A. Task Definition 

Given a sentence s  consisting of n  words: s =  

1 2{ , ,..., ,..., }i nw w w w , there exists an opinion target t =  

1{ , ,..., }i i i mw w w+ +  in the sentence, where 0 m   

i m n+  , and the task is to extract the corresponding opin-

ion word 1{ , ,..., }i i i qa w w w+ +=  for the opinion targets，
where 0 q i q n  +  . The BIO tagging scheme[20] is 

used in this task. Each word in the sentence is labeled as 

{ , , }iy B I O  (B: Beginning, I: Inside, O: Others). Each 

opinion target and opinion word may consist of one or more 

words. As shown in the example in Figure 1, the sentence 

"The/O price/B is/O reasonable/O although/O the/O ser-

vice/O is/O poor/O ./O" is provided, and the expected la-

beled result is "The/O price/O is/O reasonable/B although/O 

the/O service/O is/O poor/O ./O". In this case, the opinion 

target "price" corresponds to the opinion word "reasonable". 

B. Overview 

This section introduces the proposed model. Figure 2 

shows the overall architecture of the model, comprising 

three major sections: the Global Feature-aware Attention 

module, the Feature Fusion Encoding module, and the Se-

quence Encoding module. 
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Target:price        Opinion:reasonable  

Target:service     Opinion:poor  

The price is reasonable although the service is poor.
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Fig.1 TOWE example with syntactic dependency tree. Opinion targets are marked in red, and opinion words are marked in 

blue. 
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Fig.2 AFFGCN structure diagram. Firstly, the textual vectorized information is fed into the Global Feature-aware Atten-

tion Module and the Feature Fusion Encoding Module. The GFA module obtains the global feature-aware attention of the 

nodes, while the FFE module obtains the neighborhood perception attention. Then, the global attention, neighborhood atten-

tion, and the relationship between the nodes are concatenated to obtain the final attention representation, denoted as o . As 

an example, considering the node 5v  as the central node, its neighbor nodes are 3v , 4v , and 6v . The AFFGCN aggregates 

information from neighbor nodes using attention scores o , then updates the node 5v  with the hidden information 5h . 

 

(1) The Global Feature-aware Attention module obtains 

the global information of syntactic dependency graph 

through GCN and then calculates the significance of each 

node in the graph. 

(2) The Feature Fusion Encoding module is primarily 

used to learn the syntactic dependencies of sentences and 

enrich the feature representation of nodes. It comprises mul-

tiple layers of AFFGCN Network and normalization layers. 

The AFFGCN first calculates the similarity between the 

central node and its neighbor nodes, and then concatenates 

the local similarity, global association, and node relationship 

type information as attention scores. Finally, the new atten-

tion scores are used to aggregate the hidden information of 

the neighbor nodes around the central node. This strategy 

enables the model to consider both syntactic structure and 

semantic relevance, as well as capture contextual features. 
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(3) The Sequence Encoding module is composed of Bi-

LSTM. Bi-LSTM is used to capture the sequential infor-

mation of the syntactic representations extracted by 

AFFGCN. 

In addition, to accurately extract opinion words for a giv-

en target, we employ target-aware representations to effec-

tively encode target information in our model[5]. We define 

the target label as 1 2{ , , , , , }i nP p p p p= , and the 

target-aware representation of the word 
iw  as follows, 

 [ , ],w p

i i ie e e=  (1) 

Where 
w

ie  is the vectorized representation of a word iw , 
p

ie  is the target label embedding for the word iw , and [, ]  

denotes concatenation. The target-aware representation of a 

particular sentence is shown as 1 2[ ; ; ; ; ]i nE e e e e= . 

The first step, comparable to earlier work, involves con-

verting the syntactic dependency tree into graph-structured 

data to utilize graph neural networks in the TOWE task. A 

directed graph is defined as { , , }G V E R= , where V  repre-

sents the set of nodes, E  represents the set of edges con-

necting nodes, and R  represents the set of node connection 

classes. We obtain a sparse representation of the adjacency 

matrix A based on G , where 2 nA   and n  represent the 

size of E . 

C. Global Feature-Aware Attention Module 

An effective encoding module should h be able to capture 

the semantic information of the sentence, and we introduce a 

global attentive mechanism. To calculate the global feature 

representation 
dg   of the graph, a simple approach is to 

take the average of node embeddings, 

 
2

1
tanh ,

i

i

v V

g W h
V 

 
=   

 
  (2) 

 ( )1

1 1

1
,l l l l

i ij j

i

h f A W h b
d

+  
= + 

 
 (3) 

Where 
l

jh  refers to the hidden information generated by the 

l -th layer GCN for the node jv , while 
1l

ih +
 refers to the 

hidden information obtained by aggregating neighbor in-

formation for the node iv . 1f  represents a non-linear activa-

tion function (such as ( )RELU  ), id  is the degree of the 

node iv , and 1

lW , 2W , and 
lb  are trainable parameters. 

To enable a node iv  to accurately learn a global feature 

representation, we compute the dot product between this 

node and the global feature g . In this way, we calculate an 

attention score for each node. Intuitively, nodes with fea-

tures that are similar to the global feature should receive 

more attention. 

 ( )2 ,ig if h g =   (4) 

in the equation, the sigmoid function 2f is used, and the at-

tention scorer ig  determines which nodes are more im-

portant, guiding the model to learn specific associations. 

D. Feature Fusion Encoding Module 

L layers are set in the Feature Fusion Encoding module, 

with each layer is composed of the Attention Feature Fusion 

Graph Convolution Network and Batch Normalization. 

Among them, AFFGCN is an improvement based on R-

GCNs. 

In the FFE, we have designed a Neighborhood-aware At-

tention to guide the model to capture local feature infor-

mation of the graph. We assume that adjacent nodes have 

similar features, and the attention coefficients between 

nodes depend on the similarity between them. Specifically, 

we obtain the ih
query  and jh

key  through the projection 

matrix of the central node feature ih  and the neighbor node 

feature jh . The local attention weight of node jv  to node iv  

is calculated as follows, 

 max( ),ij i jsoft h h =  (5) 

finally, we concatenate the relational information, local at-

tention scores, and global attention scores. The node iv  up-

dates its hidden information via AFFGCN, 

 
1

0 ,
i

l l l

i ij j

r R j N

h o W h+

 

=    (6) 

 ( )1 3, , ,l

ij r jg ijo f b W  =    (7) 

in this formulation, ijo  denotes the final weight of neighbor 

node jv  with respect to center node iv , 3

lW  is a trainable 

parameters, and rb  is the vector representation of relation r . 

The function 1f  is an activation function. This part inte-

grates node relation features, global features, and local con-

text features. AFFGCN fully considers features at different 

scales when updating node information. 

Furthermore, we employ a multi-head attention mecha-

nism to obtain contextual information, which improves the 

performance and stability of our model. AFFGCN updates 

node information using independent attention mechanisms. 

The output of each layer of multi-head attention is as fol-

lows, 

 
1 2, ,..., , , ,k K

i d i i i ih W h h h h =    (8) 

among them, KKd

dW   and Kd  are the dimensions of each 

attention head. 
k

ih  is the hidden information of node iv  in 

the k -th attention head, where 1 k K  . 

GCN updates the hidden information of the central node 

by aggregating hidden information from neighbor nodes. A 

single GCN only considers the first-order neighborhood 

information. However, for complex structures such as long 

sentences, a simple GCN may lose the dependency relation-

ship between the opinion targets and the opinion words. 

Therefore, we use multiple layers of consecutive AFFGCNs 

to capture these relationships. As the number of layers of 

GCN in the model increases, the multi-hop neighborhood 

features aggregate towards the edge nodes, which may result 

in the problem of over-smoothing. To address this issue, we 

introduce residual connections, 

 
1 ,l l l

i i ih h h+ = +  (9) 

Where 
l

ih  is the hidden information of node iv  at the input 

of the l -th layer, and 
l

ih  is the hidden information of node 

iv  after being updated by the l -th layer AFFGCN. 

E. Sequence Encoding Module 

The TOWE task is essentially a sequence labeling task. 

However, graph neural networks are cannot directly capture 

sequence information, which may result in unsatisfactory 

model performance. We used the Bi-LSTM network to ex-

tract sequence information from the syntactic information 

obtained by AFFGCN, 

 ˆ , ,i i ih h h =
 

 (10) 
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i i i i ih LSTM s h h c

→ ⎯⎯⎯→ → →

− −
  

=     
 (11) 

 1 1( , , ; ),l
i i i i ih LSTM s h h c

 ⎯⎯⎯  

+ +
 

=   
 (12) 

here, 1
hd

ih
→

−   and 1
hd

is
→

−   refer to the hidden infor-

mation and memory information of the previous time step, 

respectively. 
2ˆ hd

ih   is the concatenation of the forward 

and backward hidden information, and ic  represents all rel-

evant parameters of the Bi-LSTM. 

F. Module Training 

The numerical representation of each classification label 
{ , , }B I O  for each opinion word was set to {1, 2,0} . We fed 

the sequence information into a linear layer and used the 

softmax function to decode it, 

 ˆˆ max( ),i fc i fcY soft W h b= +  (13) 

Where fcW  and fcb  are trainable parameters of the linear 

layer, and ˆ
iY  represents the predicted label distribution. 

The loss function is specified as follows, and we use 

cross-entropy as the training criterion, 

 

2

0

ˆlog( ; ),
i

k k

i i

w s k

y y
 =

= −   (14) 

in the equation, n  represents the number of training samples, 

k  is the number of classes, 
k

iy  is the true distribution of the 

labels, and ˆ
k

iy  is the output distribution of the model, where 

  represents the trainable parameters. During the model 

training process, the loss  is minimized through back-

propagation. 

IV. EXPERIMENTS 

A. Datasets and Metrics 

Following previous works, our model was evaluated on 

four popular datasets. 14res and 14lap are from SemEval 

challenge 2014 Task 4[21], 15res is from SemEval chal-

lenge 2015 Task 12[22], and 16res is from SemEval chal-

lenge 2016 Task 5[23]. The suffix "res" and "lap" indicate 

that they come from reviews of restaurants and laptops, re-

spectively. One of the most widely used benchmarks for 

many ABSA subtasks is the original SemEval challenge 

datasets. The annotated opinion targets are available in the 

original datasets, but the corresponding opinion words and 

relations are not annotated. To perform the TOWE task, Fan 

et al.[3] annotated the corresponding opinion words for the 

opinion targets in the datasets and ignored instances where 

there were no explicit opinion words. Table 1 displays the 

statistical information for these datasets. 

Like most classification tasks, we use Precision, Recall, 

and F1 as assessment measures. Only when the anticipated 

location of the opinion term completely accords with the 

actual situation is a forecast deemed to be accurate. 

B. Settings 

In our experiments, we initialized word embedding vec-

tors[24] using 300-dimensional GloVe vectors[25] for all 

non-BERT-based models. For the pre-trained AFFGCN, we 

used the last hidden state of pre-trained BERT[26] as the 

representation for words and fine-tuned it jointly, with the 

dimension of the word embedding set to 768. We set the 

depth of the GCN layer to 10 and the number of channels to 

128 in the model architecture, while the hidden dimension 

of Bi-LSTM was set to 128. We used spaCy as the depend-

ency parser[27]. 

 
TABLE Ⅰ 

THE STATISTICS OF THE DATASETS.  

Note that a sentence may contain multiple opinion targets. 

Dataset Split Sentences Targets 

14res 
Training 1627 2643 

Testing 500 865 

14lap 
Training 1158 1634 

Testing 343 482 

15res 
Training 754 1076 

Testing 325 436 

16res 
Training 1079 1512 

Testing 329 457 

 

C. Comparison models 

We contrast our model with the subsequent methods: 

1) Distance-rule[5]: This is a distance-based approach 

that uses the distance information between opinion targets 

and opinion words, which is an important feature of text 

data. For each word in the sentence, this method generates a 

part-of-speech tag and selects the closest adjective to the 

given target as the opinion word. 

2) Dependency-rule[5]: This method uses rule templates 

to extract opinion pairs. It mines the dependency relations 

between opinion targets and opinion words in the training 

data through syntax dependency trees and records the POS 

tags of the opinion targets and opinion words, as well as 

their dependency relations, as rule templates. 

3) LSTM/Bi-LSTM: Fan et al.[3] built an LSTM/Bi- 

LSTM network based on the work by Liu et al.[28]. This is 

a method used for sentence-level opinion words extraction, 

which passes word embedding vectors into an LSTM or Bi-

LSTM and performs three-class classification on each hid-

den state. 

4) Pipeline[3]: This method combines the LSTM and dis-

tance-rule approaches. It uses a Bi-LSTM model to extract 

all opinion words from a sentence and selects the opinion 

word closest to the target as the result. 

5) TC-BiLSTM[29]: This method takes into account the 

target information. In TC-LSTM, the target vector and target 

word embedding are concatenated as the input at each loca-

tion. The target vector is created by aggregating the target 

word embeddings. 

6) IOG[3]: IOG models the sentence from six different 

directions. This strategy effectively encodes target infor-

mation into both the left and right contexts while integrates 

global contextual information. 

7) LOTN[7]: This is a transfer learning method that uses 

a Bi-LSTM network with position embeddings, a simple yet 

effective strategy. To alleviate the relative scarcity of train-

ing data for the TOWE task, LOTN first trains a model on a 

large-scale sentiment classification dataset. It then utilizes 

this pre-trained model to learn potential opinion words in the 

data before combining the hidden states of the two modules 

to complete the TOWE task. 
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TABLE Ⅱ 
MAIN EXPERIMENTAL RESULTS (%). 

The best results without using the pre-trained model are shown in italics. The best result in the case of using the pre-trained model is shown in bold. 

model 
14lap 14res 16res 15res 

P R F1 P R F1 P R F1 P R F1 

Distance-rule 50.13 33.86 40.42 50.13 43.59 49.92 61.90 44.57 51.83 54.12 39.96 45.97 

Dependency-

rule 
45.09 31.57 37.14 45.09 52.72 58.04 76.03 56.19 64.62 65.49 48.88 55.98 

LSTM 55.71 57.53 56.52 55.71 65.47 58.34 62.46 68.72 65.33 57.27 60.69 58.93 

Bi-LSTM 64.52 61.45 62.71 64.52 61.73 59.95 68.68 70.51 69.57 60.46 63.65 62.00 

Pipeline 72.58 56.97 63.83 72.58 62.33 69.18 81.46 67.81 74.01 74.75 60.65 66.97 

TC-BiLSTM 62.45 60.14 61.21 62.45 67.67 67.61 73.46 72.88 73.10 66.06 60.16 62.94 

IOG 73.24 69.63 71.35 73.24 77.38 80.02 82.25 78.51 81.69 76.06 70.71 73.25 

LOTN 77.08 67.62 72.02 77.08 80.52 82.21 86.57 80.89 83.62 76.61 70.29 73.29 

TS-GCN 72.37 73.89 73.12 72.37 83.30 83.34 85.15 83.04 84.08 81.08 75.65 78.28 

ARGCN 79.45 71.60 75.32 79.45 82.72 84.65 86.16 84.19 85.16 76.57 76.88 76.72 

PER 80.68 70.72 75.38 80.68 80.39 83.30 90.00 84.00 86.90 81.50 75.05 78.14 

AFFGCN 79.87 75.13 77.43 79.87 83.01 85.05 87.53 84.04 85.74 80.40 79.71 80.05 

ARGCN(pre) 75.83 76.90 76.36 75.83 83.59 85.42 88.49 84.96 86.69 78.81 77.69 78.24 

AFFGCN(pre) 80.60 77.57 79.06 80.60 85.67 85.98 88.88 85.56 87.19 82.34 79.43 80.86 

 
TABLE Ⅲ 

EXPERIMENTAL RESULTS (%) FOR DIFFERENT MODEL DESIGNS. 

model 
14res 14lap 15res 16res 

P R F1 P R F1 P R F1 P R F1 

AFFGCN 87.20 83.01 85.05 79.87 75.13 77.43 80.40 79.71 80.05 87.53 84.04 85.74 

R-GCN 85.23 81.67 83.40 76.24 70.26 73.12 74.08 72.74 73.35 86.25 80.76 83.39 

W/o global 85.68 83.03 84.33 79.19 75.21 77.15 79.60 78.42 79.01 86.01 84.08 85.03 

W/o local 86.43 82.72 84.53 79.09 75.38 77.19 78.75 79.92 79.33 86.74 84.00 85.35 

W/o pos 85.37 82.50 83.91 78.03 73.68 75.79 78.80 78.98 78.89 85.90 83.77 84.82 

 

8) TS-GCN[4]: This method learns the dependencies be-

tween opinion words and targets using a multi-scale syntac-

tic representation strategy. The input to this method consists 

of word embeddings and position embeddings, and Bi-

LSTM is used to generate the initial representation of nodes 

in the graph. The memory unit aggregates historical infor-

mation and local features from the GCN layer to update the 

hidden state. 

9) ARGCN[5]: This paper proposes a target-aware repre-

sentation and extends R-GCNs with a distance-aware atten-

tion mechanism.  

10) PER[1]: This method applies reinforcement learning 

to extract opinion words from multiple heterogeneous 

graphs. Additionally, it constructs a padding module to en-

rich node information.  

D. Results 

Table 2 presents the experimental results of our model 

and the baseline models on four datasets. It can be observed 

that ARGCN and PER achieve similar scores, which 

demonstrates the effectiveness of introducing reinforcement 

learning into the TOWE task. In comparison to PER, 

AFFGCN has achieved significant improvements on the 

14res, 15res, and 14lap datasets. However, on dataset 16res, 

our method is weaker than PER, which may be due to the 

advantage of PER in capturing long-range node information 

on this dataset. Our model, AFFGCN, performs similarly to 

ARGCN on 14res and 16res, while significantly outperform-

ing ARGCN on 14lap and 15res. These results verify the 

effectiveness of incorporating both global and local features 

in the TOWE task. 

Additionally, when using the pre-trained language model 

BERT, ARGCN achieved even more advanced performance. 

Correspondingly, our model also exhibited an average im-

provement of 0.96 points. BERT possesses robust word em-

bedding capabilities and the ability to capture syntactic de-

pendencies, which is beneficial for sentiment analysis tasks. 

E. Ablation study 

We conducted ablation experiments to evaluate the im-

pact of different components of AFFGCN on the results. We 

report the performance of the following variants: W/o global, 

which does not use global feature information and relies 

solely on local features and node relationship features; W/o 

local, which does not use local contextual features and relies 

on node importance in the graph and node relationships to 

aggregate information from neighbor nodes; W/o pos, which 

does not incorporate part-of-speech information. The 

AFFGCN model is based on R-GCNs. 

The performance comparison presented in Table 3 

demonstrates the superiority of our model over R-GCNs, 

with significant F1 score improvements of 1.65, 4.31, 6.7, 

and 2.35, respectively. Overall, excluding any component 

from AFFGCN results in a decrease in average performance, 
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highlighting the significant contribution of our approach to 

overall enhancement. Specifically, the variant without local 

features achieves comparable results to previous methods, 

while incorporating local features further enhances the per-

formance of the model. These findings indicate that our ap-

proach effectively captures both semantic information and 

syntactic structures. Moreover, the observed decline in per-

formance when part-of-speech information is removed 

aligns with previous research conclusions, emphasizing the 

importance of target-related information for TOWE perfor-

mance. These results affirm the ability of our proposed 

method to learn target-specific representations.  
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Fig.3 Results of F1 score for different numbers of layers. 

 

F. The effect of the number of layers 

One important parameter in AFFGCN is the number of 

GCN layers, which directly affects the performance of the 

model. To further explore the effect of the number of GCN 

layers on the end performance, we conduct experiments on 

four datasets while maintaining the same values for other 

hyperparameters.  

As shown in Figure 3, the model achieved the best per-

formance when the number of GCN layers was 10. From the 

trend in the figure, our model benefited from an increase in 

the number of layers. However, when the number of layers 

exceeded 10, the performance decreased. One possible rea-

son for this is that excessive aggregation of multi-hop 

neighborhood information led to the model being overly 

smooth. This trend was particularly noticeable in the 14lap 

dataset, indicating a correlation between the depth of GCN 

layers and data characteristics. Previous studies generally 

recommend 2 to 4 GCN layers as optimal. In contrast to 

these works, we utilize residual connections to avoid overfit-

ting. 

G. Case study 

Table 4 presents the case study results of our models, 

AFFGCN and ARGCN, on the 14lap dataset. Table 4 pre-

sents three cases, where each sentence contains 1, 2, and 3 

opinion targets, respectively. It can be observed that, overall, 

both models accurately identify opinion words correspond-

ing to different opinion targets. This accuracy can be at-

tributed to the incorporation of opinion targets information 

in both models. In the third sentence, both models identified 

the corresponding opinion words for opinion targets 

"screen" and "keyboard". However, for the opinion target 

"features", although ARGCN identified the corresponding 

opinion word "expected", it also identified "more" as anoth-

er opinion word. This may be because the ARGCN model 

benefits from the semantic and syntactic correlations be-

tween words, but is affected in sentences with a large num-

ber of targets. In contrast, our model focuses on local con-

textual information and has sufficient awareness of syntactic 

structure. Therefore, our model can accurately identify opin-

ion words in comments with multiple opinion targets. 

 
TABLE IV 

CASE STUDY EXAMPLES 

Examples with opinion targets in bold and corresponding opinion words 
underlined. 

SETENCE ARGCN AFFGCN 

Luckily, for all of us contemplating the deci-

sion, the Mac Mini is priced just right. 
right right 

Its size is deal and the weight is acceptable. deal deal 

Its size is deal and the weight is acceptable. acceptable acceptable 

It has all the expected features and more +plus 

a wide screen and more than roomy keyboard. 

expected, 

more 
expected 

It has all the expected features and more +plus a 

wide screen and more than roomy keyboard. 
wide wide 

It has all the expected features and more +plus a 

wide screen and more than roomy keyboard. 
roomy roomy 

 

V. CONCLUSION 

In this work, we extended R-GCNs by incorporating 

global feature-aware attention and neighborhood-aware at-

tention. We designed a neural network model to accomplish 

the TOWE task. By encoding the syntactic information of 

sentences using graph neural networks, our method effec-

tively learns the syntactic structure and semantic infor-

mation of the comment text. The effectiveness of the pro-

posed method, which enhances the performance of the 

TOWE task by combining global and local features, is sup-

ported by experimental findings. In fact, the AFFGCN mod-

el can be viewed as a type of graph attention network. In 

graph neural networks, designing a well-defined attention 

mechanism for encoding syntactic information is beneficial 

for the TOWE task. 
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