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#### Abstract

In the era of computation, researchers have paid significant attention to the nonparametric regression method. Nonparametric regression has the benefit of a high degree of modeling flexibility. Developing a mixed estimator truncated spline-Epanechnikov kernel is the most recent innovation in this study. The truncated spline estimator excels at handling data whose behavior varies at predetermined intervals. In contrast, the Epanechnikov kernel estimator has a more flexible structure and excels at modeling data that does not adhere to a particular pattern. Maximum Likelihood Estimation is utilized to estimate parameters. The concluding section of this study will discuss the estimator properties of the mixed estimators truncated spline and Epanechnikov kernel models. The proposed can be utilized for additional analysis in the field of nonparametric regression.
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## I. Introduction

NONPARAMETRIC regression is a statistical method to determine the relationship pattern between predictor variables and response variables for which the form of the relationship pattern is unknown and there is no past information [1]-[3]. This differs from parametric regression, where the relationship pattern between the predictor and response variables is known [4].

The nonparametric regression approach has received much attention from researchers because it has high flexibility in modeling. In the computational era, the relationship pattern is less rigid. Nowadays, many random,

[^0]non-patterned relationship patterns are found, so the parametric regression approach is unsuitable [5].

In their study, Budiantara et al. [6] outlined how the nonparametric regression method makes it possible to adjustments to the estimated regression curve. As time goes by, approaches to nonparametric regression continue to evolve. Several estimators have been developed, including Spline [2], [7]-[9], Kernel [10]-[12], Fourier series [13][15], Local Polynomial [16], [17], Wavelet [18], [19], and so on. The estimators studied and developed are limited to using only one form of the estimator in the modeling process [20].

However, no one guarantees that each predictor variable has the same relationship pattern and is appropriate if modeled with only one form of an estimator. The development of mixed estimator forms is interesting and needs to be studied. The essential thinking of developing a mixed estimator form is to approach the regression curve based on each of its characteristics. Budiantara et al. [20] developed a mixed spline and kernel estimator, but this study was limited to using only one predictor for each spline and kernel component. Ratnasari et al. [5] conducted a simulation study to develop mixed truncated spline and Gaussian kernel estimators. Still, this research was limited to using only one predictor for each component. Dani et al. [21] developed a mixed truncated spline and Gaussian kernel estimator that is applied to poverty data on the island of Borneo, Indonesia. The results showed that the mixed estimator form has better accuracy than the single estimator.

The innovation that will be carried out in this study is to develop a mixed estimator form with different combinations. Based on previous research, studying the estimator form of a mixed truncated spline and Epanechnikov kernels is interesting. The two components in the mixed estimator that will be studied have their advantages and characteristics, which are expected to be frequently found in modeling cases. The truncated spline estimator can handle data whose behavior changes at certain intervals. Eubank [22] explained that estimating the regression curve with a truncated spline using the knot point can handle data pattern problems that show sharp fluctuations in data pattern changes [23]. The number of knot points and the location of the optimal knot points have a significant impact on the truncated spline estimator. [24]. The Epanechnikov kernel estimator is also better at modeling data that don't follow a certain pattern and has a more adaptable shape. The Epanechnikov kernel estimator depends on determining the optimal bandwidth [25]. The
smoothness of the regression curve estimation results with the Epanechnikov kernel estimator is set to the bandwidth value.

Based on the description above, this article will develop a mixed estimator with a combination of different estimators. The focus of this article is to conduct a theoretical study to obtain a form of estimation of the nonparametric regression curve, an additive model between the truncated spline estimator and the Epanechnikov kernel obtained by optimizing the Maximum Likelihood Estimation (MLE).

## II.PRELIMINARIES

## A. Regression Analysis

Regression is a statistical technique for determining the pattern of relationships [26]. The general form of the regression model is:

$$
\begin{equation*}
y_{i}=m\left(x_{i}\right)+\varepsilon_{i} \tag{1}
\end{equation*}
$$

With:

## $y_{i} \quad$ : response variable

$x_{i} \quad$ : predictor variable
$m\left(x_{i}\right)$ : regression curve to be approached
$\varepsilon_{i} \quad:$ error random $\varepsilon_{i} \sim N\left(0, \sigma^{2}\right)$.
$m\left(x_{i}\right)$ will be approached with a nonparametric regression technique, the Mixed Estimator model.

## B. Nonparametric Regression Mixed Estimators

The mixed estimator form is a multi-predictor nonparametric regression model $(x>1)$ whose regression curve is additive. The regression curve will be approximated by two or more types of estimators [20]. For example, given paired data $\left(x_{i}, v_{i}, y_{i}\right)$ where the relationship between predictor $\left(x_{i}, v_{i}\right)$ and response $\left(y_{i}\right)$ variables follow a nonparametric regression model.

$$
\begin{equation*}
y_{i}=\mu\left(x_{i}, v_{i}\right)+\varepsilon_{i} \tag{2}
\end{equation*}
$$

Where $i=1,2, \ldots, n$.
The regression curve from $\mu\left(x_{i}, v_{i}\right)$ is assumed to be unknown, smooth in the sense of continuous, and differential. Error random $\varepsilon_{i}$ follows a normal distribution $\varepsilon_{i} \sim N\left(0, \sigma^{2}\right)$. The regression curve $\mu\left(x_{i}, v_{i}\right)$ is also assumed to be additive such that $\mu\left(x_{i}, v_{i}\right)$ can be written:

$$
\begin{equation*}
\mu\left(x_{i}, v_{i}\right)=f\left(x_{i}\right)+h\left(v_{i}\right) \tag{3}
\end{equation*}
$$

with $f\left(x_{i}\right)$ and $h\left(v_{i}\right)$ are smooth functions.

## C.Additive Model

In some modeling cases, especially regression modeling, researchers often assume that they follow an additive model. The additive model is a model of the response variable that depends on the sum of the functions of the predictor variables.

$$
\begin{array}{r}
y_{i}=\sum_{i=1}^{n} \sum_{j=1}^{p} f_{j}\left(x_{j i}\right)+\varepsilon_{i}  \tag{4}\\
\text { III. MAIN RESULTS }
\end{array}
$$

A.The Shape of Estimator of Mixed Truncated Spline and Epanechnikov Kernel Model

Given paired data $\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}, v_{1 i}, v_{2 i}, \ldots, v_{q i}, y_{i}\right)$ and the relationship between predictor variables $x_{1 i}, x_{2 i}, \ldots, x_{p i}, v_{1 i}, v_{2 i}, \ldots, v_{q i}$ and response variables $y_{i}$ follows a nonparametric regression model.

$$
\begin{equation*}
y_{i}=\mu\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}, v_{1 i}, v_{2 i}, \ldots, v_{q i}\right)+\varepsilon_{i} \tag{5}
\end{equation*}
$$

The shape of the regression curve $\mu\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}, v_{1 i}, v_{2 i}, \ldots, v_{q i}\right)$ is assumed to be unknown and only assumed to be smooth, which means it is continuous and differentiable. Error random $\varepsilon_{i}$ follows a normal distribution $\varepsilon_{i} \sim N\left(0, \sigma^{2}\right)$.

The regression curve is assumed to be additive, so it can be written:

$$
\begin{align*}
\mu\left(x_{1 i}, \ldots, x_{p i}, v_{1 i}, \ldots, v_{q i}\right)= & f_{1}\left(x_{1 i}\right)+\ldots+f_{p}\left(x_{p i}\right)+ \\
& h_{1}\left(v_{1 i}\right)+\ldots+h_{q}\left(v_{q i}\right) \tag{6}
\end{align*}
$$

Equation (6) can be written as follows:

$$
\begin{equation*}
\mu(x, t)=\sum_{s=1}^{p} f_{s}\left(x_{s i}\right)+\sum_{k=1}^{q} h_{k}\left(v_{k i}\right), \tag{7}
\end{equation*}
$$

It is known that $f_{s}\left(x_{s i}\right)$ and $h_{k}\left(v_{k i}\right)$ is a smooth function. Based on Equation (7), the main problem in the nonparametric regression curve mixed estimator is to get the regression curve estimation form $\mu(x, t)$.

$$
\begin{equation*}
\mu(x, t)=\sum_{s=1}^{p} f_{s}(x, v)+\sum_{k=1}^{q} \hat{h}_{k}(v) \tag{8}
\end{equation*}
$$

The regression curve $f_{s}\left(x_{s i}\right)$ will be approximated by the truncated spline of degree $m_{s}$ and knot points $\eta_{s}=\left(\eta_{s 1}, \eta_{s 2}, \ldots, \eta_{s r}\right)^{T}$. The regression curve $h_{k}\left(v_{k i}\right)$ will then be reached by the Epanechnikov kernel.

Suppose given the basis for the sample space, Spline $1, x, \ldots, x^{m_{s}},\left(x-\eta_{s 1}\right)^{m_{s}} I\left(x \geq \eta_{s 1}\right), \ldots,\left(x-\eta_{s r}\right)^{m_{s}} I\left(x \geq \eta_{s r}\right)$ with $I$ is an Indicator function. So, the regression curve from $f_{s}\left(x_{s i}\right)$ can be written:

$$
\begin{align*}
f_{s}\left(x_{s i}\right)= & \xi_{s 1}+\xi_{s 1} x_{s i}+\xi_{s 2} x_{s i}^{2}+\ldots+\xi_{s m_{s}} x_{s i}^{m_{s}}+  \tag{9}\\
& \varphi_{s 1}\left(x_{s i}-\eta_{s 1}\right)_{+}^{m_{s}}+\ldots+\varphi_{s r}\left(x_{s i}-\eta_{s r}\right)_{+}^{m_{s}}
\end{align*}
$$

With $\xi_{s 0}, \xi_{s 1}, \ldots, \xi_{s m_{s}}, \varphi_{s 1}, \ldots, \varphi_{s r}$ are the unknown regression model parameters.

Furthermore, the estimated regression curve of $h_{k}\left(v_{k i}\right)$ can be written as follows:

$$
\begin{align*}
\hat{h}_{\alpha_{k}}(v) & =n^{-1} \sum_{i=1}^{n}\left(\frac{T_{\alpha_{k}}\left(v-v_{i}\right)}{n^{-1} \sum_{i=1}^{n} T_{\alpha_{k}}\left(v-v_{i}\right)}\right) y_{i}  \tag{10}\\
& =n^{-1} \sum_{i=1}^{n} R_{\alpha_{k} i}(v) y_{i},
\end{align*}
$$

With:

$$
R_{\alpha_{k} i}(v)=\frac{T_{\alpha_{k}}\left(v-v_{i}\right)}{n^{-1} \sum_{i=1}^{n} T_{\alpha_{k}}\left(v-v_{i}\right)} ; T_{\alpha_{k}}\left(v-v_{i}\right)=\frac{1}{\alpha_{k}} T\left(\frac{\left(v-v_{i}\right)}{\alpha_{k}}\right)
$$

$T$ is a kernel function. The kernel function used in this study is the Epanechnikov kernel, which has the formula:

$$
\begin{equation*}
T(z)=\frac{3}{4}\left(1-z^{2}\right) ; I_{[-1,1]}(z) \tag{11}
\end{equation*}
$$

with $z=\frac{v-v_{i}}{\alpha}, \alpha$ is bandwidth, $v$ is a value determined from the predictor variable, and $v_{i}$ is the $i$-th value of the predictor variable. The regression curve estimator in Equation (10) depends on two things, namely, the bandwidth parameter and the kernel function. The form of the mixed estimators truncated spline and Epanechnikov kernel model will be searched in Equation (8) using the Maximum Likelihood Estimation (MLE) method based on Equation (9).

## Lemma 1

The regression curve $f_{s}\left(x_{s i}\right)$ given in Equation (8), then:

$$
\begin{equation*}
\mathbf{f}=\mathbf{X}_{1} \boldsymbol{\xi}+\mathbf{X}_{2} \varphi \tag{12}
\end{equation*}
$$

Where vector from $\mathbf{f}, \boldsymbol{\xi}$, and $\boldsymbol{\varphi}$ are given by:

$$
\begin{aligned}
& \mathbf{f}=\left(\begin{array}{llll}
\mathbf{f}_{1} & \mathbf{f}_{2} & \ldots & \mathbf{f}_{p}
\end{array}\right)^{T} ; \mathbf{f}_{i}=\left(\begin{array}{lll}
f_{i}\left(x_{i 1}\right) & f_{i}\left(x_{i 2}\right) & \ldots \\
f_{i}\left(x_{i n}\right)
\end{array}\right)^{T} \\
& \xi=\left(\begin{array}{llll}
\xi_{1} & \xi_{2} & \ldots & \xi_{p}
\end{array}\right)^{T}, \boldsymbol{\xi}_{j}=\left(\begin{array}{llll}
\xi_{j 0} & \xi_{j 1} & \ldots & \xi_{j m_{j}}
\end{array}\right)^{T} \\
& \boldsymbol{\varphi}=\left(\begin{array}{llll}
\boldsymbol{\varphi}_{1} & \boldsymbol{\varphi}_{2} & \ldots & \boldsymbol{\varphi}_{p}
\end{array}\right)^{T}, \boldsymbol{\varphi}_{l}=\left(\begin{array}{llll}
\varphi_{l 0} & \varphi_{l 1} & \ldots & \varphi_{l m_{l}}
\end{array}\right)^{T}
\end{aligned}
$$

And matrix $\mathbf{X}_{1}, \mathbf{X}_{2}(\varphi)$ are given by:
$\mathbf{X}_{1}=\left[\begin{array}{cccccccccc}1 & x_{11} & \cdots & x_{11}^{m_{1}} & 1 & \cdots & x_{21}^{m_{2}} & 1 & \cdots & x_{p 1}^{m_{p}} \\ 1 & x_{12} & \cdots & x_{12}^{m_{1}} & 1 & \cdots & x_{22}^{m_{2}} & 1 & \cdots & x_{p 2}^{m_{p}} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_{1 n} & \cdots & x_{1 n}^{m_{1}} & 1 & \cdots & x_{2 n}^{m_{2}} & 1 & \cdots & x_{p n}^{m_{p}}\end{array}\right]$
$\mathbf{X}_{2}(\varphi)=\left[\begin{array}{ccccc}\left(x_{11}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{21}-\eta_{21}\right)_{+}^{m_{2}} & \ldots & \left(x_{p 1}-\eta_{p r_{p}}\right)_{+}^{m_{p}} \\ \left(x_{12}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{22}-\eta_{21}\right)_{+}^{m_{2}} & \ldots & \left(x_{p 2}-\eta_{p r_{p}}\right)_{+}^{m_{p}} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \left(x_{1 n}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{2 n}-\eta_{21}\right)_{+}^{m_{2}} & \cdots & \left(x_{p n}-\eta_{p r_{p}}\right)_{+}^{m_{\rho}}\end{array}\right]$

## Proof

Based on Equation (9)

$$
\begin{aligned}
f_{s}\left(x_{s i}\right) & =\xi_{s 0}+\xi_{s 1} x_{s i}+\ldots+\xi_{s m_{s}} x_{s i}^{m_{s}}+ \\
& =\varphi_{s 1}\left(x_{s i}-\eta_{s 1}\right)_{+}^{m_{s}}+\ldots+\varphi_{s r_{s}}\left(x_{s i}-\eta_{s r_{s}}\right)_{+}^{m_{s}}
\end{aligned}
$$

for $s=1$, obtained

$$
\begin{aligned}
f_{1}\left(x_{1 i}\right) & =\xi_{10}+\xi_{11} x_{1 i}+\ldots+\xi_{1 m_{1}} x_{1 i}^{m_{1}}+ \\
& =\varphi_{11}\left(x_{1 i}-\eta_{11}\right)_{+}^{m_{1}}+\ldots+\varphi_{1 r_{i}}\left(x_{1 i}-\eta_{1 r_{i}}\right)_{+}^{m_{1}}
\end{aligned}
$$

If it is explained for $i=1,2, \ldots, n$ :

$$
\begin{aligned}
f_{1}\left(x_{11}\right) & =\xi_{10}+\xi_{11} x_{11}+\ldots+\xi_{1 m_{1}} x_{11}^{m_{1}}+ \\
& =\varphi_{11}\left(x_{11}-\eta_{11}\right)_{+}^{m_{1}}+\ldots+\varphi_{1 r}\left(x_{11}-\eta_{1 r_{\mathrm{i}}}\right)_{+}^{m_{1}}
\end{aligned}
$$

$$
\vdots
$$

$$
\begin{aligned}
f_{1}\left(x_{1 n}\right) & =\xi_{10}+\xi_{11} x_{1 n}+\ldots+\xi_{1 m_{1}} x_{1 n}^{m_{1}}+ \\
& =\varphi_{11}\left(x_{1 n}-\eta_{11}\right)_{+}^{m_{1}}+\ldots+\varphi_{1 r}\left(x_{1 n}-\eta_{1 r_{1}}\right)_{+}^{m_{1}}
\end{aligned}
$$

The regression model represented by Equation (9) can be expressed in matrix form as:

$$
\begin{aligned}
\left(\begin{array}{c}
f_{1}\left(x_{11}\right) \\
f_{1}\left(x_{12}\right) \\
\vdots \\
f_{1}\left(x_{1 n}\right)
\end{array}\right) & =\left(\begin{array}{cccc}
1 & x_{11} & \cdots & x_{11}^{m_{1}} \\
1 & x_{12} & \cdots & x_{12}^{m_{1}} \\
\vdots & \vdots & \vdots & \vdots \\
1 & x_{1 n} & \cdots & x_{1 n}^{m_{1}}
\end{array}\right)\left(\begin{array}{c}
\xi_{10} \\
\xi_{11} \\
\vdots \\
\xi_{1 m_{1}}
\end{array}\right)+ \\
& =\left(\begin{array}{ccc}
\left(x_{11}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{11}-\eta_{1 r_{1}}\right)_{+}^{m_{1}} \\
\left(x_{12}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{12}-\eta_{1 r_{1}}\right)_{+}^{m_{1}} \\
\vdots & \vdots & \vdots \\
\left(x_{1 n}-\eta_{11}\right)_{+}^{m_{1}} & \cdots & \left(x_{1 n}-\eta_{1 r_{1}}\right)_{+}^{m_{1}}
\end{array}\right)\left(\begin{array}{c}
\varphi_{11} \\
\varphi_{12} \\
\vdots \\
\varphi_{1 n}
\end{array}\right)
\end{aligned}
$$

Then, $\mathbf{f}_{1}=\mathbf{X}_{11} \xi_{1}+\mathbf{X}_{12}\left(\eta_{1}\right) \boldsymbol{\varphi}_{1}$.
For $s=2,3, \ldots, p$, do the same thing, so we get:

$$
\begin{aligned}
& s=2, \mathbf{f}_{2}=\mathbf{X}_{21} \xi_{2}+\mathbf{X}_{22}\left(\eta_{2}\right) \boldsymbol{\varphi}_{2} \\
& s=3, \mathbf{f}_{3}=\mathbf{X}_{31} \xi_{3}+\mathbf{X}_{32}\left(\eta_{3}\right) \boldsymbol{\varphi}_{3}
\end{aligned}
$$

until

$$
s=p, \mathbf{f}_{p}=\mathbf{X}_{p 1} \xi_{p}+\mathbf{X}_{p 2}\left(\eta_{p}\right) \boldsymbol{\varphi}_{p}
$$

We get:

$$
\begin{aligned}
\mathbf{f}= & \sum_{s=1}^{p} \mathbf{f}_{s} \\
= & \mathbf{f}_{1}+\mathbf{f}_{2}+\ldots+\mathbf{f}_{p} \\
= & \mathbf{X}_{11} \boldsymbol{\xi}_{1}+\mathbf{X}_{12}\left(\eta_{1}\right) \boldsymbol{\varphi}_{1}+\ldots+ \\
& \mathbf{X}_{p 1} \boldsymbol{\xi}_{p}+\mathbf{X}_{p 2}\left(\eta_{p}\right) \boldsymbol{\varphi}_{p} \\
= & \mathbf{X}_{11} \boldsymbol{\xi}_{1}+\ldots+\mathbf{X}_{p 1} \boldsymbol{\xi}_{p}+\mathbf{X}_{12}\left(\eta_{1}\right) \boldsymbol{\varphi}_{1}+ \\
& \ldots+\mathbf{X}_{p 2}\left(\eta_{p}\right) \boldsymbol{\varphi}_{p}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\begin{array}{llll}
\mathbf{X}_{11} & \mathbf{X}_{21} & \cdots & \mathbf{X}_{p 1}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\xi}_{1} \\
\boldsymbol{\xi}_{2} \\
\vdots \\
\boldsymbol{\xi}_{p}
\end{array}\right)+ \\
& =\left(\begin{array}{llll}
\mathbf{X}_{12}\left(\eta_{1}\right) & \mathbf{X}_{22}\left(\eta_{2}\right) & \cdots & \mathbf{X}_{p 2}\left(\eta_{p}\right)
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{\varphi}_{1} \\
\boldsymbol{\varphi}_{2} \\
\vdots \\
\boldsymbol{\varphi}_{p}
\end{array}\right)
\end{aligned}
$$

$$
=\mathbf{X}_{1} \boldsymbol{\xi}+\mathbf{X}_{2}(\eta) \boldsymbol{\varphi}
$$

With vectors $\xi, \varphi$, and matrix $\mathbf{X}_{1}, \mathbf{X}_{2}(\eta)$ are given by Equation (12).

## Lemma 2

When the estimator for Epanechnikov kernel regression is given by Equation (10), and the regression model is given by Equation (8), then the sum squares of the errors is:

$$
\begin{equation*}
\|\varepsilon\|^{2}=\|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2} \tag{13}
\end{equation*}
$$

Where $\|\boldsymbol{\varepsilon}\|^{2}$ is a length vector from $\boldsymbol{\varepsilon}$.
$\mathbf{y}=\left(\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{n}\end{array}\right) ; \mathbf{X}(\eta)=\left(\begin{array}{ll}\mathbf{X}_{1} & \left.\mathbf{X}_{2}(\eta)\right), \boldsymbol{\Phi}=\binom{\xi}{\boldsymbol{\varphi}} \text {, and }, ~\left(\begin{array}{l}\text { a }\end{array}\right)\end{array}\right.$
$\mathbf{M}(\alpha)=\left(\begin{array}{cccc}\sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{1}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{1}\right) & \cdots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{1}\right) \\ \sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{2}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{2}\right) & \cdots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{2}\right) \\ \vdots & \vdots & \vdots & \vdots \\ \sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{n}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{n}\right) & \cdots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{n}\right)\end{array}\right)$

## Proof

Based on Equation (10)
$\hat{h}_{\alpha_{k}}\left(v_{i}\right)=n^{-1} \sum_{i=1}^{n} R_{\alpha_{k}}\left(v_{i}\right) y_{i}$ for each $k=1,2, \ldots, q$.
For $k=1$, get $\hat{h}_{\alpha_{1}}\left(v_{i}\right)=n^{-1} \sum_{i=1}^{n} R_{\alpha_{1 i}}\left(v_{i}\right) y_{i}$. Since it applies to $i=1,2, \ldots n$, then:
$\hat{h}_{\alpha_{1}}\left(v_{1}\right)=R_{\alpha_{1} 1}\left(v_{1}\right) y_{1}+R_{\alpha_{1} 2}\left(v_{1}\right) y_{2}+\ldots+R_{\alpha_{1} n}\left(v_{1}\right) y_{n}$
$\hat{h}_{\alpha_{1}}\left(v_{2}\right)=R_{\alpha_{1} 1}\left(v_{2}\right) y_{1}+R_{\alpha_{1} 2}\left(v_{2}\right) y_{2}+\ldots+R_{\alpha_{1} n}\left(v_{2}\right) y_{n}$
$\vdots$
$\hat{h}_{\alpha_{1}}\left(v_{n}\right)=R_{\alpha_{1} 1}\left(v_{n}\right) y_{1}+R_{\alpha_{1} 2}\left(v_{n}\right) y_{2}+\ldots+R_{\alpha_{1} n}\left(v_{n}\right) y_{n}$
We obtain in matrix form:

$$
\begin{gather*}
\left(\begin{array}{c}
\hat{h}_{\alpha_{1}}\left(v_{1}\right) \\
\hat{h}_{\alpha_{1}}\left(v_{2}\right) \\
\vdots \\
\hat{h}_{\alpha_{1}}\left(v_{n}\right)
\end{array}\right)=\left(\begin{array}{cccc}
R_{\alpha_{1} 1}\left(v_{1}\right) & R_{\alpha_{1} 2}\left(v_{1}\right) & \cdots & R_{\alpha_{1} n}\left(v_{1}\right) \\
R_{\alpha_{1} 1}\left(v_{2}\right) & R_{\alpha_{1} 2}\left(v_{2}\right) & \cdots & R_{\alpha_{1} n}\left(v_{2}\right) \\
\vdots & \vdots & \vdots & \vdots \\
R_{\alpha_{1} 1}\left(v_{n}\right) & R_{\alpha_{1} 2}\left(v_{n}\right) & \cdots & R_{\alpha_{1} n}\left(v_{n}\right)
\end{array}\right)\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right) \\
\hat{h}_{1}=\mathbf{M}\left(\alpha_{1}\right) \mathbf{y} \tag{14}
\end{gather*}
$$

For $k=2,3, \ldots, q$, do the same thing, so we get: $k=2, h_{2}=\mathbf{M}\left(\alpha_{2}\right) \mathbf{y}$ until $k=q, \hat{h}_{q}=\mathbf{M}\left(\alpha_{q}\right) \mathbf{y}$. So we get:
$\mathbf{M}(\alpha)=\left(\begin{array}{cccc}\sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{1}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{1}\right) & \ldots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{1}\right) \\ \sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{2}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{2}\right) & \cdots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{2}\right) \\ \vdots & \vdots & \vdots & \vdots \\ \sum_{k=1}^{q} R_{\alpha_{k} 1}\left(v_{n}\right) & \sum_{k=1}^{q} R_{\alpha_{k} 2}\left(v_{n}\right) & \cdots & \sum_{k=1}^{q} R_{\alpha_{k} n}\left(v_{n}\right)\end{array}\right)$
The regression model in Equation (8), Equation (14), and based on Lemma 1, gives:

$$
\begin{align*}
\mathbf{y} & =\sum_{s=1}^{p} \mathbf{f}_{s}+\sum_{k=1}^{q} \mathbf{h}_{k}+\boldsymbol{\varepsilon} \\
& =\mathbf{X}_{1} \boldsymbol{\xi}+\mathbf{X}_{2}(\eta) \boldsymbol{\varphi}+\mathbf{M}(\alpha) \mathbf{y}+\boldsymbol{\varepsilon} \\
& =\left(\mathbf{X}_{1} \mathbf{X}_{2}(\eta)\right)\binom{\boldsymbol{\xi}}{\boldsymbol{\varphi}}+\mathbf{M}(\alpha) \mathbf{y}+\boldsymbol{\varepsilon}  \tag{15}\\
& =\mathbf{X}(\eta) \boldsymbol{\Phi}+\mathbf{M}(\alpha) \mathbf{y}+\varepsilon
\end{align*}
$$

Equation (15) gives the sum squares of the errors:

$$
\begin{align*}
\|\boldsymbol{\varepsilon}\|^{2} & =\|\mathbf{y}-\mathbf{X}(\eta) \mathbf{\Phi}-\mathbf{M}(\alpha) \mathbf{y}\|^{2}  \tag{16}\\
& =\|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2}
\end{align*}
$$

## Theorem 1

Based on Equation (16) it is obtained that the sum of the squared errors of the mixed estimators truncated spline and Epanechnikov kernel. The error has a Normal multivariate with a mean of zero and $E\left(\boldsymbol{\varepsilon \varepsilon}^{T}\right)=\sigma^{2} \mathbf{I} . L\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right)$ is a Likelihood function, so by using the Maximum Likelihood Estimation (MLE) estimator for the parameter vector $\boldsymbol{\Phi}$ obtained by optimization.

$$
\operatorname{Max}\left\{L\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right\}=\operatorname{Min}\left\{\|\left[\begin{array}{l}
\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\|^{2}  \tag{17}\\
\mathbf{X}(\eta) \boldsymbol{\Phi}
\end{array}\right\}\right.\right.
$$

## Proof

A mixed estimators truncated spline and Epanechnikov kernel model is presented as in Equation (8), so the Likelihood function $L\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right)$ will be given by:

$$
\begin{aligned}
L\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right) & =\prod_{i=1}^{n}\left(\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(-\frac{\varepsilon_{i}^{2}}{2 \sigma^{2}}\right)\right) \\
& =\left(2 \pi \sigma^{2}\right)^{-n / 2} \exp \left(-\frac{1}{2 \sigma^{2}}\|\varepsilon\|^{2}\right)
\end{aligned}
$$

Based on Lemma 2, the Likelihood function is obtained:

$$
L(.)=\left(2 \pi \sigma^{2}\right)^{-n / 2} \exp \left(-\frac{1}{2 \sigma^{2}} \| \begin{array}{l}
\left.[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\|^{2}\right)  \tag{18}\\
\mathbf{X}(\eta) \mathbf{\Phi}
\end{array}\right)^{2}
$$

The estimator for parameter $\boldsymbol{\Phi}$ is obtained using the MLE. The log-likelihood function is written:
$l()=.\log L\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right)$

$$
=-\frac{n}{2} \log \left(2 \pi \sigma^{2}\right)-\frac{1}{2 \sigma^{2}}\left\|\begin{array}{l}
{[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\|^{2}}  \tag{19}\\
\mathbf{X}(\eta) \mathbf{\Phi}
\end{array}\right\|^{2}
$$

Equation (19) will be maximum if the component $\|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2}$ have a minimum value.

$$
\begin{equation*}
\max \{L(.)\}=\min \left\{\|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2}\right\} \tag{20}
\end{equation*}
$$

The form of the mixed estimator truncated spline and Epanechnikov kernel model, which is given in full in Theorem 2, can be found using Lemma 1, Lemma 2, and Theorem 1.

## Theorem 2

Given a mixed estimators truncated spline and Epanechnikov kernel model is presented as in Equation (8), the sum squares of errors presented in Lemma 2, and the MLE estimator for the parameter $\boldsymbol{\Phi}$ is obtained from the results in the optimization of Theorem 1.

$$
\begin{equation*}
\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)=\hat{\mathbf{f}}_{\eta, \alpha}(x, v)+\hat{h}_{\alpha}(v) \tag{21}
\end{equation*}
$$

With
$\hat{\mathbf{f}}_{\gamma, \alpha}(x, v)=\mathbf{X}(\eta) \hat{\boldsymbol{\Phi}}(\eta, \alpha)$
$\hat{h}_{\alpha}(v)=\mathbf{M}(\alpha) \mathbf{y}$
$\hat{\boldsymbol{\Phi}}(\eta, \alpha)=\left[(\mathbf{X}(\eta))^{T} \mathbf{X}(\eta)\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha)) \mathbf{y}$
Noted, if the matrix form from $\mathbf{X}(\eta)$ and $\mathbf{M}(\alpha)$ given by Lemma 1 and 2.

## Proof

The MLE estimator from the parameter vector $\hat{\boldsymbol{\Phi}}$ :
$\operatorname{Min}\left\{\|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2}\right\}=\operatorname{Min}\left\{D\left(\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right)\right)\right\}$
With

$$
\begin{aligned}
D(.)= & \|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}-\mathbf{X}(\eta) \boldsymbol{\Phi}\|^{2} \\
= & \|[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}\|^{2}-2 \boldsymbol{\Phi}^{T}\left((\mathbf{x}(\eta))^{T}\right)[\mathbf{I}-\mathbf{M}(\alpha)] \mathbf{y}+ \\
& \boldsymbol{\Phi}^{T}(\mathbf{X}(\eta))^{T} \mathbf{X}(\eta) \boldsymbol{\Phi}
\end{aligned}
$$

Furthermore, by a partial derivative of the parameter and then equal to 0 :

$$
\frac{\partial}{\partial \boldsymbol{\Phi}}\left[D\left(\left(\boldsymbol{\Phi}, \sigma^{2} \mid \eta, \alpha\right)\right)\right]=\mathbf{0}
$$

The estimation results of the parameters $\hat{\boldsymbol{\Phi}}$ using MLE are given by:

$$
\begin{equation*}
\hat{\mathbf{\Phi}}(\eta, \alpha)=\mathbf{Q}(\eta, \alpha) \mathbf{y} \tag{22}
\end{equation*}
$$

With
$\mathbf{Q}(\eta, \alpha)=\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha))$.
Based on Equation (22), the truncated spline estimator given by $\hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{X}(\eta) \hat{\boldsymbol{\Phi}}(\eta, \alpha)$, and for the estimation of the regression curve approximated by the Epanechnikov kernel estimator $\hat{h}_{\alpha}(v)$ is given by $\hat{h}_{\alpha}(v)=\mathbf{M}(\alpha) \mathbf{y}$.

## Lemma 3

If the estimators $\boldsymbol{\Phi}(\eta, \alpha), \hat{\mathbf{h}}_{\alpha}(v), \hat{\mathbf{f}}_{\eta, \alpha}(x, v)$ and $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)$ are given in Theorem 2, then:
$\hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{A}(\eta, \alpha) \mathbf{y}$ and $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)=\mathbf{P}(\eta, \alpha) \mathbf{y}$.
Where:
$\mathbf{A}(\eta, \alpha)=\mathbf{X}(\eta)\left[(\mathbf{X}(\eta))^{T} \mathbf{X}(\eta)\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha))$
$\mathbf{P}(\eta, \alpha)=\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)$.

## Proof

In Theorem 2, given $\hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{X}(\eta) \hat{\boldsymbol{\Phi}}(\eta, \alpha)$, so:
$\hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{X}(\eta)\left[\begin{array}{l}{\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}} \\ (\mathbf{I}-\mathbf{M}(\alpha)) \mathbf{y}\end{array}\right]$
Can be summarized as $\mathbf{A}(\eta, \alpha) \mathbf{y}$, with:
$\mathbf{A}(\eta, \alpha)=\mathbf{X}(\eta)\left[(\mathbf{X}(\eta))^{T} \mathbf{X}(\eta)\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha))$.
In theorem 2, given $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)=\hat{\mathbf{f}}_{\eta, \alpha}(x, v)+\hat{h}_{\alpha}(v)$, so:

$$
\begin{aligned}
\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v) & =\hat{\mathbf{f}}_{, \alpha}(x, v)+\hat{h}_{\alpha}(v) \\
& =(\mathbf{A}(\eta, \alpha) \mathbf{y})+(\mathbf{M}(\alpha) \mathbf{y}) \\
& =[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \mathbf{y}
\end{aligned}
$$

Then $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)=\mathbf{P}(\eta, \alpha) \mathbf{y}$.

## B. The Properties of the Mixed Estimator Truncated Spline and Epanechnikov Kernel Model

The next step is to investigate the properties of the estimator $\hat{\boldsymbol{\Phi}}(\eta, \alpha)$, Epanechnikov kernel estimator $\hat{h}_{\alpha}(v)$, truncated spline estimator $\hat{\mathbf{f}}_{\eta, \alpha}(x, v)$, and mixed estimator $\hat{\mu}_{\eta, \alpha}(x, v)$.

## Theorem 3

Given a mixed estimators truncated spline and Epanechnikov kernel model is presented as in Equation (8),
and it is known if $\hat{\boldsymbol{\Phi}}(\eta, \alpha), \hat{\mathbf{f}}_{\eta, \alpha}(x, v), \hat{h}_{\alpha}(v)$, and $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)$ is an estimator given in Theorem 2, it can be seen that:
a) $\hat{\boldsymbol{\Phi}}(\eta, \alpha), \quad \hat{\mathbf{f}}_{\eta, \alpha}(x, v), \quad \hat{h}_{\alpha}(v), \quad$ and $\quad \hat{\mu}_{\eta, \alpha}(x, v) \quad$ are estimators that are biased for $\boldsymbol{\Phi}, \mathbf{f}_{\eta, \alpha}(x, v), \mathbf{h}_{\alpha}(v)$, and $\boldsymbol{\mu}_{\eta, \alpha}(x, v)$.
b) $\hat{\boldsymbol{\Phi}}(\eta, \alpha), \hat{\mathbf{f}}_{\eta, \alpha}(x, v), \hat{h}_{\alpha}(v)$, and $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)$ are linear estimators in observations $\mathbf{y}$.

## Proof

a) In Theorem 2 and Lemma 3, given:

$$
\begin{aligned}
& \hat{\mathbf{\Phi}}(\eta, \alpha)=\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha)) \mathbf{y} \\
& \hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{A}(\eta, \alpha) \mathbf{y} \\
& \hat{h}_{\alpha}(v)=\mathbf{M}(\alpha) \mathbf{y}, \text { and } \\
& \hat{\mu}_{\eta, \alpha}(x, v)=[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \mathbf{y} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \mathrm{E}[\hat{\boldsymbol{\Phi}}(\eta, \alpha)]= E\left(\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha)) \mathbf{y}\right) \\
&= {\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha)) } \\
& {\left[\mathbf{X}(\eta) \mathbf{\Phi}+\sum_{k=1}^{q} \mathbf{g}_{k}(t)\right] } \\
&= \mathbf{\Phi}+\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T} \sum_{k=1}^{q} \mathbf{g}_{k}(t)- \\
& {\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1} } \\
& \mathrm{E}[\hat{\mathbf{\Phi}}(\eta, \alpha)] \neq^{\boldsymbol{\Phi}} \\
& \mathrm{E}\left[\hat{\mathbf{f}}_{\eta, \alpha}(x, v)\right]= E(\mathbf{A}(\eta, \alpha) \mathbf{y}) \\
&= \mathbf{A}(\eta, \alpha)\left[\sum_{s=1}^{p} \mathbf{f}_{s}(x)+\sum_{k=1}^{q} h_{k}(v)\right] \\
&= \mathbf{A}(\eta, \alpha) \sum_{s=1}^{p} \mathbf{f}_{s}(x)+\mathbf{A}(\eta, \alpha) \sum_{k=1}^{q} h_{k}(v) \\
& \mathrm{E}\left[\hat{\mathbf{f}}_{\eta, \alpha}(x, v)\right] \neq \mathbf{f}_{\eta, \alpha}(x, v) \\
& \mathrm{E}\left[\hat{h}_{\alpha}(v)\right]= E(\mathbf{A}(\eta, \alpha) \mathbf{y}) \\
&= \mathbf{A}(\eta, \alpha)\left[\sum_{s=1}^{p} \mathbf{f}_{s}(x)+\sum_{k=1}^{q} h_{k}(v)\right] \\
& \mathrm{E}\left[\hat{h}_{\alpha}(v)\right] \neq h_{\alpha}(v)
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{E}\left[\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)\right]= E([\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \mathbf{y}) \\
&= {[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)]\left[\sum_{s=1}^{p} \mathbf{f}_{s}(x)+\sum_{k=1}^{q} h_{k}(v)\right] } \\
&= {[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \sum_{s=1}^{p} \mathbf{f}_{s}(x)+} \\
& {[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \sum_{k=1}^{q} h_{k}(v) } \\
& \mathrm{E}\left[\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)\right] \neq \boldsymbol{\mu}_{\eta, \alpha}(x, v)
\end{aligned}
$$

b) In Theorem 2 and Lemma 3, given:
$\hat{\mathbf{\Phi}}(\eta, \alpha)=\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha)) \mathbf{y}$
$\hat{\mathbf{f}}_{\eta, \alpha}(x, v)=\mathbf{A}(\eta, \alpha) \mathbf{y}, \quad \hat{h}_{\alpha}(v)=\mathbf{M}(\alpha) \mathbf{y}, \quad$ and
$\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)=\mathbf{P}(\eta, \alpha) \mathbf{y}$.
It is known that the $\hat{\boldsymbol{\Phi}}(\eta, \alpha), \hat{\mathbf{f}}_{\eta, \alpha}(x, v), \hat{h}_{\alpha}(v)$, and $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)$ are linear estimators in observations $\mathbf{y}$.

## IV. CONCLUSION

Utilizing the mixed estimator truncated spline and Epanechnikov kernel model, a successful theoretical study for a new approximation of a regression curve has been conducted.
a. The mixed estimator truncated spline and Epanechnikov kernel:

$$
y_{i}=\mu\left(x_{1 i}, \ldots, x_{p i}, v_{1 i}, \ldots, v_{q i}\right)+\varepsilon_{i}, i=1,2, \ldots, n
$$

With $\mu(x, t)=\sum_{s=1}^{p} f_{s}(x, v)+\sum_{k=1}^{q} \hat{h}_{k}(v)$.
The regression curve $f_{s}\left(x_{s i}\right)$ will be approximated by the truncated spline of degree $m_{s}$ and knot points $\eta_{s}=\left(\eta_{s 1}, \eta_{s 2}, \ldots, \eta_{s r}\right)^{T}$. The regression curve $h_{k}\left(v_{k i}\right)$, then will be approximated by the Epanechnikov kernel. If it is denoted in matrix form, then:

$$
\begin{aligned}
\mathbf{y} & =\sum_{s=1}^{p} \mathbf{f}_{s}+\sum_{k=1}^{q} \mathbf{h}_{k}+\boldsymbol{\varepsilon} \\
& =\mathbf{X}(\eta) \boldsymbol{\Phi}+\mathbf{M}(\alpha) \mathbf{y}+\boldsymbol{\varepsilon}
\end{aligned}
$$

using the maximum likelihood estimation (MLE) method, the following parameter estimates are obtained:

$$
\hat{\boldsymbol{\Phi}}(\eta, \alpha)=\mathbf{Q}(\eta, \alpha) \mathbf{y}
$$

with
$\mathbf{Q}(\eta, \alpha)=\left[(\mathbf{X}(\eta))^{T}(\mathbf{X}(\eta))\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha))$.
The estimation results of the regression curve from the mixed nonparametric regression estimator form of the truncated spline and Epanechnikov kernel are:

$$
\begin{aligned}
\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v) & =\hat{\mathbf{f}}_{\eta, \alpha}(x, v)+\hat{h}_{\alpha}(v) \\
& =[\mathbf{A}(\eta, \alpha)+\mathbf{M}(\alpha)] \mathbf{y}
\end{aligned}
$$

with

$$
\mathbf{A}(\eta, \alpha)=\mathbf{X}(\eta)\left[(\mathbf{X}(\eta))^{T} \mathbf{X}(\eta)\right]^{-1}(\mathbf{X}(\eta))^{T}(\mathbf{I}-\mathbf{M}(\alpha))
$$

b. By tracing the properties for each estimator, it is known that the estimators $\hat{\boldsymbol{\Phi}}(\eta, \alpha), \hat{\mathbf{f}}_{\eta, \alpha}(x, v), \hat{h}_{\alpha}(v)$, dan $\hat{\boldsymbol{\mu}}_{\eta, \alpha}(x, v)$ are biased estimators but are still linear estimators in observations $\mathbf{y}$.
The mixed estimator truncated spline and Epanechnikov kernel model can be applied to multivariable regression cases. Suppose, several predictor variables with a response variable that follows the characteristics of the truncated spline estimator and other predictor variables that follow the characteristics of the Epanechnikov kernel estimator, then this approach can be applied.
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