
 

  

 
Abstract—To improve the control accuracy of the stability 

control system of electric vehicles driven by in-wheel motors, 
the Particle swarm optimisation (PSO) Fuzzy neural network 
(FNN) in the late convergence of local extreme value and 
convergence speed and accuracy reduction. The Unscented 
Kalman filter (UKF) state observer is built to observe the 
sideslip angle to improve the control accuracy of the vehicle 
stability control system. An FNN control method is proposed 
based on improved particle swarm optimisation (IPSO-FNN). 
The velocity term of the particle in the particle swarm is 
removed, the position term is optimised, the extreme value of 
individual particles is extracted randomly, and the position 
term, personal optimal solution and global optimal solution are 
calculated. At the same time, the Laplace coefficient is 
introduced to avoid a locally optimal solution. Finally, the 
additional yaw moment is calculated by IPSO-FNN, and the 
optimal torque distribution is carried out with the minimum 
tire longitudinal force as the optimisation objective. The results 
show that the overshoot of the sideslip angle is reduced by 27%, 
and the convergence rate is increased by 2.5%. The problem of 
local extreme value in the control of the FNN is avoided, and the 
driving stability of the electric vehicle driven by the in-wheel 
motor is improved.  
 

Index Terms—In-wheel motor, State observation, PSO, Yaw 
moment, Moment distribution. 
 

I. INTRODUCTION 

 
N-WHEEL motor is the integration of power, transmission, 
and braking so that the vehicle hub becomes an 

independent power unit. It features independent and 
controllable drive wheel torque, high transmission efficiency, 
fast response speed, and easy modularisation. These 
advantages can effectively improve the handling stability,  
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power, economy, and active safety of electricity [1]. 
Therefore, In-wheel motor drive technology is one of the 
development directions of advanced automatic driving and 
has gradually become a research hotspot for experts and 
scholars [2]. As for the vehicle yaw moment of the vehicle 
handing stability, it is decisive. At present, many advanced 
control theories, such as sliding mode control [3], FNN [4-5], 
and model prediction [6-7], are used to plan the yaw moment 
of an EV driven by an in-wheel motor. The FNN is widely 
used among them due to its excellent nonlinear performance, 
self-learning capability and other advantages. However, FNN 
has problems such as complex parameter learning, slow 
convergence speed and easy falling into local extremum, 
which need improvement [8]. 

PSO, a swarm-intelligent stochastic optimisation 
algorithm, has a robust global search ability and is more 
widely used in the optimisation problems of neural networks 
and fuzzy control [9-10]. Knapsack problem [11], path 
planning [12]. However, like most optimisation algorithms, 
PSO tends to fall into local optimum in the later stage of 
convergence, and its convergence accuracy and speed would 
decrease [13]. Therefore, many researchers have successively 
improved standard particle swarm optimisation from 
different perspectives to improve the optimisation 
performance of the particle swarm optimisation algorithms. 
Literature [14] proposes a random weight particle swarm 
optimisation algorithm to identify the dynamic parameters, 
improving the robot's dynamic parameters' identification 
accuracy; a solution strategy is proposed to solve the p-Hub 
allocation problem based on the PSO algorithm with different 
inertia weights. The optimal improved PSO algorithm, cat 
swarm optimisation (CSO) and harmony search (HS) 
algorithm are selected to optimise the P-Hub allocation 
problems. Simulation results verify the effectiveness of the 
improved PSO algorithm [15]. 

Literature [16] proposes the velocity term in the standard 
PSO algorithm is removed, the second-order differential 
equation is changed into the first-order, and the position term 
is independently optimised and controlled, which can 
effectively avoid the problems of decreasing convergence 
speed and low accuracy in the later stage of PSO; Literature 
[17] proposes particle inertia factor was added and a PSO 
algorithm combining inertia weight and learning factor was 
proposed, which improved the optimisation accuracy and rate 
of convergence. Literature [18] suggests a single position 
term optimisation is adopted, and the mean of the individual 
extreme value of each particle is taken as the personal 
extreme value of the individual particle enabling the 
algorithm to adjust the acceleration coefficient automatically. 
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A modified PSO algorithm is proposed to optimise FNN, 
which can optimise the standard PSO algorithm. The Laplace 
coefficient is used to improve the population universality of 
PSO, and the inertia weight factor and the dynamic learning 
factor are used to improve the accuracy and convergence rate 
of the optimisation. By establishing a layered control system 
for the yaw stability of an electric vehicle driven by an 
in-wheel motor, the yaw velocity and sideslip angle of the 
vehicle were taken as the control objectives. The additional 
yaw moments required for stable driving of the vehicle were 
calculated, and the distribution of wheel drive torque was 
optimised. In addition, to improve the control accuracy of 
control variables, a state observer model of vehicle driving 
based on UKF is established. It significantly enhances the 
lateral stability of the electric vehicle driven by the in-wheel 
motor, avoiding dangerous conditions such as rollovers and 
skids, and provides reasonable control. 

 

II. VEHICLE DYNAMIC MODEL 

A. Whole Vehicle dynamics model 
This paper adopts the model of electric vehicles driven by 

front-wheel steering and four wheels driven by in-wheel 
motors, assuming that the car runs smoothly under good road 
conditions, ignoring the vertical movement, pitch movement, 
and roll motion [19], and assuming equal front and rear wheel 
pitches, take the front wheel corner as input. Establish the 
vehicle dynamics modelling with three degrees of freedom as 
shown in Figure 1: longitudinal, lateral and yaw. 
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Fig. 1.  Three degrees of freedom vehicle model 
 

According to Newton's laws of mechanics, linear 
equations in the x, y, and z directions can be obtained: 
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In equation a, b is the distance from the centre of mass to 
the anterior and posterior axes; γ is the yaw velocity of the 
wheel hub motor electric vehicle; ax is longitudinal 
acceleration; ay is the lateral acceleration; Cx, Cy for the 
longitudinal and lateral stiffness of the tire; β is the sideslip 

angle of the wheel motor electric vehicle; δ is the front wheel 
steering angle of the wheel motor electric vehicle.  

 

B. Tire model 
For computational ease, a Duogff tire model with fewer 

parameters is used in this paper to obtain the longitudinal 
force Fx and the lateral force Fy that the tire needs to 
withstand; 
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In the equation, Fz is the vertical load of the tires of the 
in-wheel motor electric vehicle; μ is the road adhesion 
coefficient; λ is the tire slip rate; ε is the speed influence 
coefficient of the in-wheel motor electric vehicle; α is the side 
slip angle of the in-wheel motor electric vehicle; h is the 
height of the vehicle centroid; l is the distance between the 
front and rear axles of the car, l = a + b.  

 

C.  Design UKF filter observer 
UKF filters vehicle status observations 

UKF is a new nonlinear filtering algorithm that uses 
Unscented Transform to determine sample points to improve 
the accuracy of mean and covariance in nonlinear states, 
better represent probability densities, and simplify 
calculations [20]. According to the UKF flow range shown in 
Figure 2, continuous iteration and updating are carried out to 
obtain the optimal vehicle driving state and road surface 
adhesion coefficient observations.  
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Fig. 2.  UKF flow chart 
 

The equation for the state space of a nonlinear system can 
be expressed in the following form: 
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( ) ( ( )) ( )
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x(k) is the state vector of the observing system; z(k) is the 
observation vector; let h be a metric function; w(k) and v(k) 
are process noise and measurement noise, respectively.  

In this paper, the longitudinal velocity, yaw velocity, and 
side-slip angle of the car are set as state variables, 

. 
The lateral acceleration is used as the measurement 

variable, and the front wheel angle and longitudinal 
acceleration are used as input control variables, Simulink and 
Carsim were co-simulated, the Carsim simulation speed is set 
to 80 km/h, and the road adhesion coefficient is μ = 0.8. 
Therefore, the UKF-based sideslip angle observer estimation 
results are shown in Figure 3. Figure 4 shows the observation 
error of the sideslip angle. The average estimation error of the 
UKF observer does not exceed 0.002 rad; the observations 
are ideal and meet the conditions of use of the vehicle 
stability control system. 

 

 
Fig. 3.  Observation results of UKF the sideslip angle response 
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Fig. 4.  Observation error of sideslip angle 

 

III. DESIGN OF VEHICLE CONTROL SYSTEM 
The lateral stability control system of the vehicle is 

designed using hierarchical control. The upper layer is the 
motion tracking layer, which takes the difference between the 
declination angle and the yaw velocity of the ideal sideslip 
angle and the actual sideslip angle and the yaw angle velocity 
as inputs, respectively. The additional yaw moment that 
allows the car to run stable is calculated by the lower layer is 
the torque optimisation distribution layer, which designs the 
optimal distribution method for the five tire forces, so that the 
dynamic performance of the vehicle's drive system is 
optimised and the driver can stably drive the car according to 
the driver's wishes. See Fig. 5 for a schematic view of the 
structure of the control system of an electric vehicle driven by 
an in-wheel motor. 
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Fig. 5.  Structure diagram of vehicle control system 
 

A. Upper-level control 
Fuzzy neural networks 

To simplify calculations and reduce the complexity of the 
control system, the FNN controller uses a two-input 
one-output approach. The FNN in the form of multiple inputs 
and single outputs is used to calculate the additional yaw 
moment ∆M of the vehicle, as shown in Figure 6. The FNN is 
divided into five layers, with the first three being the front 
and the last two being the judgment part. 
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The first layer: the input layer, with two input quantities x1 

and x2, which are the deviation between the actual and 
theoretical values of the yaw velocity and the sideslip angle 
Δγ and Δβ; control it within [-1,1] using the hyperbolic 
tangent function. 
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Above ρ1 and ρ2 are the scale factors.  
The second layer: the fuzzy inference layer, sets the fuzzy 

set of input amounts Δγ and Δβ and uses the gaussmf function 
as its membership function type, 
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The third layer: the rule layer, normalizes the nodes of the 
fuzzy inference layer according to the fuzzy rule and 
computes their weights, viz.  
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The fourth layer: the conclusion layer, calculates the 

excitation intensity of the current input to the fuzzy rule  
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 The fifth layer: the output layer, outputs clear fuzzy 
variables and obtains an additional yaw moment ΔM. 

, 1, 2, , 25M MM a M =∆ = × ω               (12) 

 Improved PSO algorithm 
The convergence speed of the standard PSO algorithm 

gradually decreases in the later stage of optimisation, and it is 
easy to fall into the local extreme, resulting in a poor 
convergence effect. The standard PSO algorithm determines 
the direction and distance of the optimal search by the 
position and speed of each particle. It is continuously updated 
at each iteration by keeping track of its extreme value and the 
overall extreme value. 
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The equation: t is the number of iterations; pBeat is an 
individual extremum; gBeat is the overall extremum; c1 and c2 
are acceleration coefficients; r1, r2 are random numbers.  

To improve the optimisation ability of all particles and 
fully utilize the information contained in all particles, 
literature [15] simplified the iterative formula of the particle 
swarm, transforming the second-order optimisation 
differential equation into a first-order equation, simplifying 
calculations and improving the efficiency of the 
algorithm:
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Due to the strong controllability of the acceleration 
coefficients c1 and c2, which respectively serve as "cognition" 
and overall "guidance" for individual particles, the early 
pursuit of excellence has global search ability, with the hope 
of having a larger c1 and a smaller c2. At later stages, it is 
desirable to have a smaller c1 and a larger c2 to improve the 
convergence rate and accuracy, so c1 and c2 are taken as 
follows: 
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At the same time, to avoid premature convergence, 
equation (15) has been improved, taking into account the 
influence of a single random candidate solution and 
incorporating the Laplace coefficient. An inertial weight 
factor for out-of-synchronous transitions and a dynamic 
learning factor ci(t) are introduced to improve convergence 
speed and accuracy further. The improved location items are 
as follows: 
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In the equation, pi(t) is an individual random candidate 
solution. 

The Laplace function is 
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In the equation, σ and ω are the Laplace function's location 
and scale parameter rates, respectively. 
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To reduce the effect of λ, the constraint function ζ is added. 
b
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The expressions for the inertial weighting factor and the 
dynamic learning factor are as follows: 

max min
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In the equation: tmax is the maximum number of iterations; 
wmax is the maximum inertia factor in the optimisation; wmin is 
the minimum inertia factor in the optimisation; c1 and c2 are 
linear functions of the number of iterations, in addition to A = 
2.5 and B = 0.5. 

This section simplifies the PSO and calculates the position 
term by randomly extracting the extreme values of a single 
particle, together with the individual optimal solution and the 
overall optimal solution. The inertia weight and learning 
factor are dynamically adjusted, and the Laplace coefficient 
is introduced to improve the particle swarm, forming 
different improved PSO optimisation algorithms. 

 
FNN Optimization based on improved PSO 

In an FNN control system, where the first three layers are 
fuzzy layers with nonlinear parameters, and the last two 
layers are conclusion layers with linear parameters, Gradient 
Descent and Least Squares methods are commonly used in 
optimal control process. But Gradient descent is mainly used 
to solve unconstrained optimisation problems, while Least 
squares are slow to converge for strongly nonlinear problems 
and tend to fall into local extremes. 

PSO algorithm is a stochastic optimisation algorithm that 
simulates the birds' self-organising behavior; In this paper, an 
improved PSO algorithm is proposed to optimise the FNN by 
optimally adjusting the weights of the fuzzy rules to improve 
the convergence speed and accuracy of the system; and the 
optimisation procedure is shown in Figure 7. Improve the 
PSO algorithm, simplify the PSO, and randomly extract the 
extremum of a single particle to share the individual optimal 
solution and the overall optimal solution. Using the dynamic 
adjustment method for inertia weight and learning factor, and 
introducing the Laplacian system for calculating position 
terms number, improve particle swarm optimization to form 
different improved PSO optimization algorithms;  
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Fig. 7.  Improved PSO-FNN process 
 

B. Lower control layer 
The lower control layer is the torque optimisation 

distribution layer, which distributes the additional 
yaw-moment ∆M calculated by IPSO-FNN to stabilise the 
vehicle and the longitudinal vehicle demand torque to the 
drive wheels. Due to the independent and controllable 
structure of the four-wheel torques of the wheel motor-driven 
electric vehicle, the control system is an overdrive control 
system that needs to optimise the distribution of the demand 
torque to each wheel. Considering the constraints of the tyre 
attachment ellipse, to obtain the maximum vehicle lateral 
margin, the objective of the optimisation is to minimise the 
longitudinal force of each tyre and establish the objective 
function as follows. 
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Write equation (24) in matrix form: 
x=Eu1                                                                (25) 
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Considering the external characteristics of the motor and 
the longitudinal force of the wheel of a hub motor car subject 

to the coefficient of adhesion and vertical load, the 
constraints are: 
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In the equation, Mz is the total demand moment. 
Transforming equation (26) into a sequential Least squares 
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In the equation, Wu1, Wx is the weight matrix. 
The introduction of a weighting factor ψ transforms serial 

Least squares into a weighted least squares problem: 

1

2 2
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(27) 

The actuator distributes the calculated drive torque for 
each wheel to each drive wheel. 

 

IV. SIMULATION ANALYSIS 
To verify the effectiveness of the improved 

PSO-optimized FNN control system proposed in this study, a 
joint simulation of Carsim and Simulink is used.  
There are some differences in the power transmission system 
between single-motor and dual-motor drive vehicles and 
in-wheel motor drive electric vehicles. In Carsim parameter 
design, the power transmission system is modified to an 
external model input to the wheels. The whole vehicle 
parameters are shown in Table Ⅰ, and the changes in yaw 
velocity and sideslip angle were compared before and after 
the optimisation of the FNN, using the double line change 
condition as an example. 

The simulated vehicle speed is 80 km/h, and the road 
adhesion coefficient μ is 0.8. The simulation results are 
shown in Figures 8-12, and Figure 8 shows the steering wheel 
angle. Figure 9 shows the speed change curve under FNN 
control after PSO optimisation. It can be seen that the 
optimized speed response curve has less fluctuation and can 
maintain the vehicle speed well. Figure 10 shows that by 
optimising the moment distribution, the lateral acceleration is 
controlled to within 0.4 m/s2, indicating that the yaw moment 
control can ensure vehicle motion stability. From the 
longitudinal vehicle speed in Figure 9 and the lateral 
acceleration response curve in Figure 10, it can be concluded 
that vehicles based on control strategies have better stability 
and tracking ability. 

Fig. 11 and Fig. 12 show the response curves of the vehicle 
under FNN control and improved PSO-optimized FNN 
control for yaw velocity and sideslip angle with their ideal 
values, respectively.  

As shown in Figure 11, the control differences between the 
two control methods are minor and both enable γ to follow 
the ideal value better. Due to the limitation of yaw velocity, 
the vehicle appears slightly smaller at the ideal corner; but at 
the rest of time, the yaw velocity γ there is almost no error, 
perfectly tracking the ideal yaw velocity; Figure 12 shows 
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that the IPSO-FNN control has 27% less overshoot than the 
FNN control for the sideslip angle, while the convergence 
rate increases by 2.5%. When FNN is controlled, the adaptive 
ability is poor, and the vehicle overshoot increases 
significantly, the jitter increase is more prominent, compared 
to FNN, IPSO-FNN self-adaptive has a smaller jitter and 
better tracking effect of sideslip deflection angle. The vehicle 
is also in a stable state.  

It can be seen that IPSO-FNN can better track the ideal 
sideslip angle, improve the accuracy of the rate of 
convergence of the wheeled electric vehicle's lateral stability 
control system, ensure the vehicle's driving stability, and 
ensuring driving safety. 
 

TABLE Ⅰ 
VEHICLE PARAMETERS 

Name Value Name Value 

The mass 
m /kg 1429 

Rotational inertia 
moment around 
z-axis  
Iz /kg(m2) 

1765 

Car mass height 
h /m 0.67 

Front and rear axle 
spacing  
l /m 

2.619 

Front-wheel spacing  
Tf /m 1.565 Tyre rolling radius  

R /m 0.357 

Rear wheel spacing  
Tr /m 1.565 

Front-wheel lateral 
deflection stiffness  
Cf /kN(rad) 

-40000 

Distance from centre 
of mass to front axle  
a /m 

1.05 
Rear wheel lateral 
deflection stiffness 
Cr /kN(rad) 

-50000 

Distance from centre 
of mass to rear axle  
b /m 

1.569 Gravity acceleration 
g /m/s2 9.8 

 

 
Fig. 8.  Steering wheel angle 

 

 
Fig. 9.  Longitudinal speed 

 

 
Fig. 10.  Lateral acceleration 

 

 
Fig. 11.  Yaw velocity response 

 

 
Fig. 12.  Sideslip angle response 

 

V. CONCLUSION 
A UKF algorithm-based driving condition observer model 

is built to observe the sideslip angle. The control accuracy of 
the vehicle stability control system is improved and the cost 
of vehicle condition observation is reduced. 

In response to the problems of slow computation speed, 
complex learning process and susceptibility to local extremes 
in the late convergence of PSO-optimized FNN control in 
wheel motor-driven electric vehicle lateral stability control 
systems, the IPSO-FNN method for optimized control of 
wheel motor vehicle lateral sway stability is proposed. The 
lateral stability controller is also designed in a hierarchical 
control approach, with the upper layer being the lateral 
pendulum moment motion tracking layer and the lower layer 
being the moment optimisation distribution layer. 

The results show that the overshoot of the mass side 
eccentricity control under the improved PSO-FNN is reduced 
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by 27%, while the convergence speed is increased by 2.5%, 
avoiding the problem that FNN control being prone to local 
extremes and improving the driving stability of wheel motor 
electric vehicles. 
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