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Abstract—This study presents a one-step multi-derivative
hybrid block method (OSMDHBM) of order ten, which incor-
porates third derivatives for the solution of linear and nonlinear
second-order initial value problems (IVPs). The derivation
incorporates a multi-step collocation and interpolation method,
using an approximated power series as the basis function. The
intra-step or off-step points are obtained from the derivative
of a shifted Legendre polynomial (SLP) of degree four. The
accuracy, consistency, and stability properties of the method are
analyzed. The nonlinear IVPs are linearized using the modified
Picard iteration method (MPIM). In order to demonstrate the
superiority of the method, numerical experiments are presented.
Comparisons are made between the numerical results obtained
and results from other methods and similar schemes in the
literature.

Index Terms—Interpolation, Collocation, Hybrid block,
Shifted Legendre polynomial, Modified Picard iteration.

I. INTRODUCTION

IN the last half-century, much attention has been focused
on exploring and creating new techniques for numerically

integrating IVPs related to second-order (2-order) differential
equations (DEs) in the form:

y′′ = f(x, y, y′), x ∈ [a, b], (1)

subject to the initial conditions:

y(a) = yn, y′(a) = δn, (2)

where yn and δn are known constants. Equation (1) is
extensively used in various applied sciences, including orbital
dynamics, circuit theory and chemical kinetics. Numerous
strategies have been proposed for solving (1) directly, in-
cluding linear multi-step methods to overcome the Dahlquist
barrier by introducing intra-step points during formulation.

Linear multi-step methods have been extensively used
to solve first-order (1-order) IVPs and are conventionally
applied to solve higher-order (H-order) IVPs by initially
converting the ODE into an equivalent 1-order system (see
[1], [2]). In recent years, researchers have placed a significant
emphasis on utilizing block hybrid methods (BHMs) to solve
Equation (1) directly. Studies have shown that this direct
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approach is more effective than the method of converting
H-order IVPs into a system of 1-order IVPs in terms of
execution time, cost-effectiveness and accuracy (see, for
instance [3]–[5]).

Seventh-order linear multi-step method was proposed in
[6] and was implemented in either predictor-corrector or
block mode, proving to be more efficient for solving (1).
Orakwelu et al. [7] presented an optimized two-step BHM
with symmetric off-step points for the solution of (1). Hybrid
Obrechkoff methods were developed to enhance the accuracy
of approximation and have been demonstrated to achieve an
order k + 2 [8].

Enright [9] and Gupta [10] independently proposed a
method called multi-derivative methods to solve H-order
IVPs. Tumba et al. [11] through a power series approach,
developed a uniformly eight-order implicit second-derivative
method combined with Taylor method for solving stiff or-
dinary differential equations of 2-order. Extensive research
findings (see [12], [13]) indicate that multi-derivative meth-
ods not only achieve higher accuracy but also exhibit robust
stability properties.

The aim of this study is to develop a OSMDHBM of order
ten, which incorporates third-derivatives (3-Ds) to solve lin-
ear (L) and nonlinear (N) IVPs in the form (1). The N-IVPs
are linearized using a MPIM. We examine the effectiveness
and stability properties of the proposed OSMDHBM.

II. DERIVATION OF THE OSMDHBM

A one-step 3-D method of the form:

yn+pi = yn + hχi jδn + h2βi jfn + h2

 Φ∑
j=1

αi jfn+pj


+ h3τi jgn + h3

 Φ∑
j=1

γi jgn+pj

 ,

(3)

δn+pi
= δn + hηi jfn + h

 Φ∑
j=1

ζi jfn+pj

+ h2ωi jgn

+ h2

 Φ∑
j=1

ξi jgn+pj

 , i = 2, 3, ....,Φ,

(4)

is developed for solving (1) over an interval with a ≤ x ≤ b
which is partitioned as a = x0 < x1 < x2 < · · · < xR−1 <
xR = b. The step length is conventionally denoted as h =

Engineering Letters, 31:4, EL_31_4_61

Volume 31, Issue 4: December 2023

 
______________________________________________________________________________________ 



xn+1−xn for n = 1, 2, 3, . . . , R−1. The IVP (1) is solved
within the intervals [xn, xn+1], using the initial values y(xn)
and y′(xn) for n = 0, 1, . . . , R−1. To improve the method’s
accuracy, Φ − 1 off-step points are introduced. The set of
points utilized in the solution process within each interval
[xn, xn+1] is given by

xn+p0 , xn+p1 , xn+p2 , . . . , xn+pM−1
, xn+pΦ , (5)

where xn+p0
= xn and xn+pΦ

= xn+1. Set

y(x) ≈ Y (x) =
Φ+Ψ∑
σ=0

kn, σ(x− xn)
σ, (6)

with the first, second and third derivatives given by

δ(x) ≈ Y ′(x) =
Φ+Ψ∑
σ=0

j kn, σ(x− xn)
σ−1, (7)

Y ′′
n+pi

=
Φ+Ψ∑
σ=2

σ(σ − 1) kn,σ (x− xn)
σ−2

= f(xn+pi
, yn+pi

, δn+pi
),

(8)

Y ′′′
n+pi

=

Φ+Ψ∑
σ=2

σ(σ − 1)(σ − 2) kn,σ (x− xn)
σ−3

= g(xn+pi , yn+pi , δn+pi , fn+pi),

i = 2, 3, . . . , Φ,

(9)

where kn, σ are unknown coefficients in the interval
[xn, xn+1] to be determined from a system of Φ + Ψ
equations with unknowns generated from (8) and (9), and
Ψ = Φ+ 1.

Apply the initial conditions:

Y (xn) = kn,0 = yn,

Y ′(xn) = kn,1 = δn, (10)

and collocating at

xn+pi = xn + hpi, i = 2, 3, . . . , Φ.

When Φ = 5, the points pi range from p1 = 0, p2, p3, p4,
to p5 = 1. The off-step points are ϕ = p2, p3 and p4. These
off-step points are obtained from the derivative of a SLP of
degree four, where

p2 =
1

2
−

√
21

14
, p3 =

1

2
, p4 =

1

2
+

√
21

14
.

By solving equations (8) to (10) for all values of M .
We obtain the unknown constants kn, j . Substituting the
coefficients kn, j into (6) and (7), we obtain a one-step 3-D
method of the form (3) and (4). By evaluating (3) and (4)
at xn+pi

for i = 2, 3, . . . , Φ, we obtain


yn+p2

yn+p3

...
yn+pΦ

 = yn + hδn


χ2,2 χ2,3 · · · χ2,Φ

χ3,2 χ3,3 · · · χ3,Φ

...
... · · ·

...
χΦ,2 χΦ,3 · · · χΦ,Φ



+ h2fn


β2,2 β2,3 · · · β2,Φ
β3,2 β3,3 · · · β3,Φ

...
... · · ·

...
βΦ,2 βΦ,3 · · · βΦ,Φ



+ h2


α2,2 α2,3 · · · α2,Φ

α3,2 α3,3 · · · α3,Φ

...
... · · ·

...
αΦ,2 αΦ,3 · · · αΦ,Φ



fn+p2

fn+p3

...
fn+pΦ



+ h3gn


τ2,2 τ2,3 · · · τ2,Φ
τ3,2 τ3,3 · · · τ3,Φ

...
... · · ·

...
τΦ,2 τΦ,3 · · · τΦ,Φ



+ h3


γ2,2 γ2,3 · · · γ2,Φ
γ3,2 γ3,3 · · · γ3,Φ

...
... · · ·

...
γΦ,2 γΦ,3 · · · γΦ,Φ



gn+p2

gn+p3

...
gn+pΦ

 ,

(11)

and


δn+p2

δn+p3

...
δn+pΦ

 = δn + hfn


η2,2 η2,3 · · · η2,Φ
η3,2 η3,3 · · · η3,Φ

...
... · · ·

...
ηM,2 ηΦ,3 · · · ηΦ,Φ



+ h


ζ2,2 ζ2,3 · · · ζ2,Φ
ζ3,2 ζ3,3 · · · ζ3,Φ

...
... · · ·

...
ζΦ,2 ζΦ,3 · · · ζΦ,Φ



fn+p2

fn+p3

...
fn+pΦ



+ h2gn


ω2,2 ω2,3 · · · ω2,Φ

ω3,2 ω3,3 · · · ω3,Φ

...
... · · ·

...
ωΦ,2 ωΦ,3 · · · ωΦ,Φ



+ h2


ξ2,2 ξ2,3 · · · ξ2,Φ
ξ3,2 ξ3,3 · · · ξ3,Φ

...
... · · ·

...
ξΦ,2 ξΦ,3 · · · ξΦ,Φ



gn+p2

gn+p3

...
gn+pΦ

 .

(12)

III. ANALYSIS OF THE METHOD

A. Order of Accuracy

The local truncation error (LTE) associated with equation
(3) can be defined in terms of a linear operator L as

L[y(xn); h] =
M∑
j=1

[αi jy(xn + pj h)− hβi jy
′(xn + pjh)

− h2γi jy
′′(xn + pj h)− h3τi jy

′′′(xn + pj h)].
(13)

Assuming that y(xn) is sufficiently differentiable, the
terms y(xn + pj h), y′(xn + pj h), y′′(xn + pj h) and
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y′′′(xn + pj h) can be expanded using Taylor’s series about
xn, yielding:

L[y(xn); h] = Ĉ0 y(xn) + Ĉ1h y
′(xn)

+ Ĉ2 h
2 y′′(xn) + Ĉ3 h

3 y′′′(xn)

+ . . . + Ĉµ h
µ yµ(xn) + . . . ,

(14)

where the constant coefficients are Ĉµ,µ = 0, 1, 2, . . .. The
method (3) has order µ if
L[y(x); h] = O(hµ+2), Ĉ0 = Ĉ1 = . . . = Ĉµ = Ĉµ+1 = 0
and Ĉµ+2 ̸= 0.

Therefore, Ĉµ represents the order, Ĉµ+2 represents the
error constant and Ĉµ+2 h

µ+2 yµ+2 (xn) represents the prin-
cipal LTE at the point xn. The LTE of the method are

L[y(x);h] =

{
1677− 343

√
21y(12)(xn)h

12

9467481952051200
+O(h13),

1677 + 343
√
21y(12)(xn)h

12

9467481952051200
+O(h13),

y(12)(xn)h
12

8739776102400
+O(h13),

y(12)(xn)h
12

1971570585600
+O(h13)

}
.

We have
Ĉ0 = Ĉ1 = . . . = Ĉ10 = 0,

and the error constants are

Ĉ12 =

(
1677− 343

√
21

9467481952051200
,

1677 + 343
√
21

9467481952051200
,

1

8739776102400
,

1

1971570585600

)T

,

indicating that the method has order µ = 10.

B. Stability Analysis

A matrix finite difference equation in block form can be
used to express the OSMDHBM as

Ã1Yn+Φ = Ã0Yn + h χ̃0 ∆n + h2 α̃0 Fn+Φ

+ h2 β̃0 Fn + h3 γ̃0Gn+Φ + h3 τ̃0Gn,
(15)

Ẽ1∆n+Φ = Ẽ0 ∆n + h η̃0 Fn + h ζ̃1 Fn+Φ

+ h2 ω̃0Gn + h2 ξ̃1Gn+Φ,
(16)

where

Yn+Φ = (yn+p2
, yn+p3

, yn+p4
, yn+1)

T ,

Yn = (yn−p2
, yn−p3

, yn−p4
, yn)

T ,

Fn+Φ = (fn+p2 , fn+p3 , fn+p4 , fn+1)
T ,

Fn = (fn−p2
, fn−p3

, fn−p4
, fn)

T ,

Gn+Φ = (gn+p2
, gn+p3

, gn+p4
, gn+1)

T ,

Gn = (gn−p2 , gn−p3 , gn−p4 , gn)
T ,

∆n+Φ = (δn+p2
, δn+p3

, δn+p4
δn+1)

T ,

∆n = (δn−p2
, δn−p3

, δn−p4
, δn)

T .

(17)

The coefficients of the methods in (15) and (16) are
provided as follows:

Ã0 = Ẽ0 =


1 0 0 0
1 0 0 0
1 0 0 0
1 0 0 0

 , β̃0 =


β2,2 0 0 0
β3,2 0 0 0
β4,2 0 0 0
β5,2 0 0 0

 ,

χ̃0 =


χ2,2 0 0 0
χ3,2 0 0 0
χ4,2 0 0 0
χ5,2 0 0 0

 , Ã1 = Ẽ1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,

α̃1 =


α2,2 α2,3 α2,4 α2,5

α3,2 α3,3 α3,4 α3,5

α4,2 α4,3 α4,4 α4,5

α5,2 α5,3 α5,4 α5,5

 , τ̃0 =


τ2,2 0 0 0
τ3,2 0 0 0
τ4,2 0 0 0
τ5,2 0 0 0

 ,

γ̃1 =


γ2,2 γ2,3 γ2,4 γ2,5
γ3,2 γ3,3 γ3,4 γ3,5
γ4,2 γ4,3 γ4,4 γ4,5
γ5,2 γ5,3 γ5,4 γ5,5

 , η̃0 =


η2,2 0 0 0
η3,2 0 0 0
η4,2 0 0 0
η5,2 0 0 0

 ,

ζ̃1 =


ζ2,2 ζ2,3 ζ2,4 ζ2,5
ζ3,2 ζ3,3 ζ3,4 ζ3,5
ζ4,2 ζ4,3 ζ4,4 ζ4,5
ζ5,2 ζ5,3 ζ5,4 ζ5,5

 , ω̃0 =


ω2,2 0 0 0
ω3,2 0 0 0
ω4,2 0 0 0
ω5,2 0 0 0

 ,

ξ̃1 =


ξ2,2 ξ2,3 ξ2,4 ξ2,5
ξ3,2 ξ3,3 ξ3,4 ξ3,5
ξ4,2 ξ4,3 ξ4,4 ξ4,5
ξ5,2 ξ5,3 ξ5,4 ξ5,5

 .
The zero stability of the method concerns the stability of

the difference system (15) as h→ 0. Thus, as (15) tends to

Ã1Yn+M = Ã0Yn.

The characteristics polynomial Ω(ψ) is given by

Ω(ψ) = det(ψ(Ã1)− Ã0) = ψ3(ψ − 1),

and therefore, ψ = 0 and ψ = 1.
The OSMDHBM is zero stable for the roots Φ(ψ) = 0

and satisfies |ψj | ≤ 1. For the root with |ψj | = 1, it has a
multiplicity of 1. Therefore, the OSMDHBM is zero stable,
consistent with order µ > 1 and also converges.

C. Absolute Stability

The absolute stability region for the OSMDHBM can be
defined as

ℜ(z) = {z ∈ C : H(z) < 1}. (18)

A region is said to have absolute stability (A-stable) if it
contains the whole left half-plane.
Applying

y′′ = λ2y, y′′′ = λ3y,

to the new method gives

Yn+M = H(z)Yn, z = λ2h2, (19)

where the matrix H(z) is expressed as

H(z) =
Ã0 + z p̃0 + z2 β̃0 + z3 τ̃0

Ã1 − z2 α̃1 − z3 γ̃1
. (20)

The stability function ℜ(z) can be determined by obtaining
the dominant eigenvalues of the matrix H(z). The absolute
stability region for this method is depicted in Figure 1.
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Fig. 1: Stability region

IV. IMPLEMENTATION

A. Linear Second-Order Differential Equations

Consider the general 2-order L-IVP of the form:

y′′ = f(x, y, y′) = κ(x) + ω(x)y + λ(x)y′. (21)

By differentiating (21), we obtain

y′′′ = g(t, y, y′, y′′) = l(x) + q(x)y + s(x)y′ + v(x)y′′.
(22)

Substituting (21) and (22) into (15) and (16) respectively,
we obtain [

A11 A12

A21 A11

] [
Yn+Φ

∆n+Φ

]
=

[
B1n

B2n

]
, (23)

where

A11 = Ã1 − h2 α̃1Wn+Φ − h2 γ̃1Qn+Φ

− h3 γ̃1 Vn+ΦWn+Φ,

A12 = −h2 α̃1 Λn+Φ − h3 γ̃1 Sn+Φ − h3 γ̃1 Vn+ΦΛn+Φ,

A21 = −h ζ̃1Wn+Φ − h2 ν̃1Qn+Φ − h2 ν̃1 vn+ΦWn+Φ,

A22 = Ã1 − h ζ̃1 Λn+Φ − h2 ν̃1 Sn+Φ

− h2 ν̃1 Vn+Φ Λn+Φ,

B1n = Ã0 Yn + h p̃0 ∆n + h2 α̃1Kn+Φ + h2 β̃0 Fn

+ h3 τ̃0Gn + h3 γ̃1 Ln+Φ + h2 γ̃1 Vn+ΦKn+Φ,

B2n = Ẽ0 ∆n + h η̃0 Fn + h ζ̃1Kn+Φ + h2 ω̃0Gn

+ h2 ν̃1 Ln+Φ + h2 ν̃1 Vn+ΦKn+Φ.

We solve the L-system (23) to obtain the numerical solution
(NS) for the L-IVPs.

B. Nonlinear Second-Order Differential Equations

Consider a 2-order N-IVP of the form:

y′′ = N(x, y, y′) + L1(x)y + L2(x, y)y
′. (24)

We use a modified Picard-type iteration to solve (24). We
evaluate all linear terms at the current iteration (ι + 1) and
the nonlinear terms at the previous iteration (ι) to obtain

y′′ = N(x, yι, y
′
ι) + L1(x)yι+1 + L2(x, yι)y

′
ι+1, (25)

and

y′′′ = N(x, yι, y
′
ι, y

′′
ι ) + L1(x)yι+1 + L2(x, yι)y

′
ι+1

+ L3(x, yι, y
′
ι)y

′′
ι+1.

(26)

This equation is in the linear form (21) and (22) with

κ(x) = N(x, yι, y
′
ι), ω(x) = L1(x),

λ(x) = L2(x, yι),

and

q(x) = L1(x), s(x) = L2(x, yι),

v(x) = L3(x, yι, y
′
ι), l(x) = N(x, yι, y

′
ι, y

′′
ι ).

We solve the L-system (23) to obtain the NS for the N-
IVPs. In Section V, we demonstrate how this method can be
applied to both 2-order L-IVPs and N-IVPs.

V. NUMERICAL EXAMPLES

In this section, numerical experiments are presented to
demonstrate the application of the OSMDHBM and test
its accuracy and effectiveness in solving these numerical
examples.
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Example 1

Consider the L-IVP:

y′′ = 4y′ − 8y + x3, y(0) = 2, y′(0) = 4, x ∈ [0, 1],

with exact solution:
y(x) = e2x(2 cos 2x− 3

64 sin 2x) +
3
32x+ 3

16x
2 + 1

8x
3.

In this example, the 3-D is given by

y′′′ = 4y′′ − 8y′ + 3x2,

and the parameters are

κ(x, y, y′) = x3, ω(x) = −8, λ(x) = 4,

l(x, y, y′) = 3x2, q(x) = 0, s(x) = −8, v(x) = 4.

Example 2

A N-IVP given by

y′′ = x(y′)2, y(0) = 1, y′(0) =
1

2
,

with exact solution: y(x) = 1 + 1
2 ln

[
2+x
2−x

]
.

In this example, the 3-D is

y′′′ = (y′)2 + 2xy′y′′.

The parameters are defined as follows:

κ(x, yι, y
′
ι) = x(y′ι)

2, ω(x) = 0, λ(x, yι) = 0,

l(x, yι, y
′
ι y

′′
ι ) = (y′ι)

2, q(x) = 0, s(x, yι) = 0,

v(x, yι, y
′
ι) = 2xy′ι.

Example 3

We consider a system of 2-order IVPs given by

y′′1 = y′1, y1(0) = 1, y′1(0) = 1,

y′′2 = 2y′1 + x y′1, y2(0) = 0, y′2(0) = 1,

whose exact solutions are y1(x) = ex and y2(x) = xex.
In this example, the 3-Ds are

y′′′1 = y′′1 = y′1

y′′′2 = (2 + x)y′′1 + y′1 = (3 + x)y′1.

The parameters are

κ1(x, y1, y2, y
′
1, y

′
2) = 0, ω1(x) = 0, λ1(x, y1, y2) = 1,

κ2(x, y1, y2, y
′
1, y

′
2) = 2y′1 + x y′1, ω2(x) = 0,

λ2(x, y1, y2) = 0,

l1(x, y1, y2, y
′
1, y

′
2, y

′′
1 , y

′′
2 ) = 0, q1(x) = 0,

s1(x, y1, y2) = 1, v1(x, y1, y2, y
′
1, y

′
2) = 0,

l2(x, y1, y2, y
′
1, y

′
2, y

′′
1 , y

′′
2 ) = (3 + x)y′1,

q2(x) = 0, s2(x, y1, y2) = 0, v2(x, y1, y2, y
′
1, y

′
2) = 0.

Example 4

We consider the following two body problem which was
solved in [14] given by

y′′1 =
−y1√
y21 + y22

, y1(0) = 1, y′1(0) = 0,

y′′2 =
−y2√
y21 + y22

, y2(0) = 0, y′2(0) = 1,

x ∈ [0, 15π],

with exact solutions: y1(x) = cosx and y2(x) = sinx.
In this example, the 3-Ds are

y′′′1 =
−y′1(y22) + y1y2y

′
2(√

y21 + y22

)3
y′′′2 =

−y′2(y21) + y1y2y
′
1(√

y21 + y22

)3 .

The parameters are

κ1(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι) =

−y1,ι√
y21,ι + y22,ι

, ω1(x) = 0,

λ1(x, y1,ι, y2,ι) = 0,

κ2(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι) =

−y2,ι√
y21,ι + y22,ι

, ω2(x) = 0,

λ2(x, y1,ι, y2,ι) = 0,

l1(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι, y

′′
1,ι, y

′′
2,ι) =

−y′1,ι(y22,ι) + y1,ιy2,ιy
′
2,ι(√

y21,ι + y22,ι

)3 ,

q1(x) = 0, s1(x, y1,ι, y2,ι) = 0,

v1(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι) = 0,

l2(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι, y

′′
1,ι, y

′′
2,ι) =

−y′2,ι(y21,ι) + y1,ιy2,ιy
′
1,ι(√

y21,ι + y22,ι

)3 ,

q2(x) = 0, s2(x, y1,ι, y2,ι) = 0,

v2(x, y1,ι, y2,ι, y
′
1,ι, y

′
2,ι) = 0.

VI. RESULTS AND DISCUSSION

In this section, we present the results obtained from
implementing OSMDHBM with order ten and ψ = 3 for
solving 2-order L-IVPs and N-IVPs. Table I–VII illustrate the
computation time, absolute error, maximum error, maximum
relative error, rate of convergence and number of function
evaluations at selected points using the method. Figures 2–
6 depict the absolute error and convergence error of the
method. All the results were obtained using the number
of partitions R = b−a

h , where h represents the step size.
The non-linear equations were solved using the MPIM. We
compared our results with those obtained in ( [6], [14]–[17]).

The maximum relative error (MRE) and the rate of con-
vergence (ROC) on the closed interval [xn, xn+1] is defined
as follows:

MRE = max
1≤i≤Φ

|y(xn+pi
)− yn+pi

|
|y(xn+pi

)|
,
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and
ROC = log2

MAE2h

MAEh
,

where MAE is the maximum absolute error and h is the
step size.

TABLE I: MAXERR (maxi|y(xi)− yi)|) for Example 1

SOLMM [6] BSSHA-BAP [16] OSMDHBM OSMDHBM

R m = 5 ψ = 3 CPU Time

7 3.14 x 10−3 1.97 x 10−12 3.09 x 10−15 0.0011

13 1.40 x 10−5 1.36 x 10−14 6.34 x 10−18 0.002

25 5.07 x 10−8 7.25 x 10−17 9.16 x 10−21 0.0038

49 1.92 x 10−10 3.32 x 10−19 1.09 x 10−23 0.0077

97 5.31 x 10−12 1.41 x 10−21 1.18 x 10−26 0.0142

Table I displays the maximum error and computation time
at different grid points (R) on the closed interval [0,1], ob-
tained using the OSMDHBM and compared with the seventh-
order linear multi-step method (SOLMM) [6] and the block
single-step hybrid algorithms based on Bhaskara approxima-

TABLE II: Maximum relative error, rate of convergence and
number of function evaluations for OSMDHBM in Example
1

R MRE ROC NFeval

7 9.610 x 10−14 13.717 35

13 4.5034 x 10−17 13.687 65

25 4.2680 x 10−20 13.677 125

49 3.3881 x 10−22 13.675 245

97 2.5304 x 10−25 13.674 485

tion points (BSSHA-BAP) [16] with five intra-step points. It
observed that the OSMDHBM achieves superior convergence
with a few intra-step points (three) used. However, as the
number of partitions R increases, the computation time for
OSMDHBM convert to four decimal places also increases.
In Table II, the maximum relative error, rate of convergence
and number of function evaluations of the OSMDHBM are
presented at different grid points (R) on the closed interval
[0,1].
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TABLE III: Absolute error for Example 2 when ψ = 3 at
h = 1

100

BTSHM-BP [7] OTSBHM [7] OSMDHBM

x m = 5 m = 5 ψ = 3

0.1 2.22 x 10−16 2.22 x 10−16 1.02 x 10−31

0.2 0 0 8.73 x 10−31

0.3 2.22 x 10−16 0 3.34 x 10−30

0.4 0 0 9.48 x 10−30

0.5 4.44 x 10−16 2.22 x 10−16 2.35 x 10−30

0.6 2.22 x 10−16 2.22 x 10−16 5.53 x 10−29

0.7 6.66 x 10−16 2.22 x 10−16 1.29 x 10−28

0.8 1.55 x 10−15 2.22 x 10−16 3.05 x 10−28

0.9 3.11 x 10−15 0 7.59 x 10−28

1.0 6.66 x 10−15 0 2.02 x 10−27

CPU Time 0.1467

TABLE IV: Maximum relative error, rate of convergence and
number of function evaluations for OSMDHBM in Example
2

h MRE ROC NFeval

0.1 1.3600 x 10−17 10.113 50

0.01 1.3064 x 10−27 10.002 500

0.001 1.3058 x 10−37 10.000 5000

Table III presents the absolute error at selected points
obtained using the OSMDHBM with h = 0.01 and twenty
iterations on the closed interval [0,1]. The results were
compared with the block two-step hybrid methods based
on Bhaskara points (BTSHM-BP) [7] and OTSBHM [7]
when ψ = 5. The OSMDHBM, which uses the fewest
intra-step points (three), is superior to BTSHM-BP and
OTSBHM. Table IV illustrates the maximum relative error,
rate of convergence and number of function evaluations of
OSMDHBM for different step sizes on the closed interval

[0,1].

TABLE V: Absolute error for Example 3 when ψ = 3 at
h = 1

10

ADM [17] ADM [17] OSMDHBM OSMDHBM

x y1 y2 y1 y2

0 1 0 0 0

0.1 4.441 x 10−16 2.914 x 10−16 5.505 x 10−25 6.418 x 10−24

0.2 2.887 x 10−14 2.879 x 10−13 2.338 x 10−24 2.645 x 10−23

0.3 1.673 x 10−12 1.677 x 10−11 5.618 x 10−24 6.173 x 10−23

0.4 2.998 x 10−11 3.009 x 10−10 1.068 x 10−23 1.141 x 10−22

0.5 2.819 x 10−10 2.832 x 10−9 1.787 x 10−23 1.856 x 10−22

CPU Time 0.0294

TABLE VI: Maximum relative error, rate of convergence and
number of function evaluations for OSMDHBM in Example
3

MRE MRE ROC ROC

h y1 y2 y1 y2 NFeval

0.1 3.7381 x 10−23 3.4087 x 10−22 10.007 10.006 200

0.01 3.7319 x 10−33 3.4045 x 10−32 10.000 10.000 2000

0.001 3.7318 x 10−43 3.4045 x 10−42 10.000 10.000 20 000

Table V shows the computation time and absolute errors
obtained using the step size of h = 0.1 at selected points
within the closed interval [0,1]. The results, as shown in
Table V, were compared with the adomian decomposition
method (ADM) [17]. These results indicate that the OS-
MDHBM performs better than ADM in terms of accuracy,
yielding smaller errors. The maximum relative error, rate of
convergence and number of function evaluations of OSMD-
HBM for different step sizes within the closed interval [0,1]
are displayed in Table VI.

The maximum error, computation time and number of
function evaluations of OSMDHBM at different grid points
(R = 88, 219, 346) on the closed interval [0,15π] are
displayed in Table VII. The results obtained are compared
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TABLE VII: MAXERR (maxi|y(xi)− yi)|) for Example 4

N Method MAXERR(y1) MAXERR(y2) NFeval CPU Time

88 Singla et al [14] 9.636 x 10−7 1.01 x 10−6 352

OSMDHBM 1.021 x 10−13 1.076 x 10−13 1760 0.1478

219 Singla et al [14] 4.154 x 10−9 4.315 x 10−9 876

OSMDHBM 7.025 x 10−14 8.81 x 10−14 4380 0.3708

346 Singla et al [14] 2.623 x 10−10 2.732 x 10−10 1384

OSMDHBM 2.063 x 10−13 2.178 x 10−13 6920 0.5857

with those obtained in [14]. Examining the table reveals that
the maximum error is smaller than that of [14], indicating
better performance.

Figure 2 shows the absolute error for y in Example 1 for
the closed interval [0,6] with R = 97. Figure 3 displays
the convergence graph of y in Example 2 for the closed
interval [0,1] with h = 0.01 and twenty iterations. The
graph demonstrates that y converges after ten iterations. After
achieving convergence, the error norm levels off and does
not improve with further iterations. Figure 4 illustrates the

numerical and exact solution for y1 and y2 in Example 3 on
the closed interval [0,1] with h = 0.1. Figure 5 presents the
numerical and exact solution for y1 and y2 in Example 4 on
the closed interval [0,15π] with R = 219. The convergence
graph for y1 and y2 in Example 4 with R = 219 and ten
iterations on the closed interval [0,15π] is plotted in Figure
6.

VII. CONCLUSION

In this study, a OSMDHBM of order ten has been
successfully developed. The method incorporates 3-Ds to
directly solve both 2-order L-IVPs and N-IVPs. The N-
IVPs are linearized using a MPIM. The analysis confirms
that the OSMDHBM exhibits zero stability, consistency, and
convergence. To verify the accuracy and efficiency of the
method, it has been applied to solve some standard IVPs. The
outcomes of these solutions were then compared with those
obtained using existing methods (see Table I–VII and Figure
2–6). The outcomes strongly affirm the method’s efficiency
and accuracy.
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